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Abstract: Big data analytics gain significant interest over the traditional data-processing methodologies that engage in
extracting the hidden patterns and correlations from the massive data, termed as big data. With the aim of relieving the
computational complexity the clustering method plays a significant role. With the knowledge of the clustering algorithms, the big
data arriving from the distributed sources is processed using the MapReduce framework (MRF). The MRF possesses two
functions, namely, map function and reduce function, such that the map function is based on the proposed Fractional Sparse
Fuzzy C-Means (FrSparse FCM) algorithm and reduce function is based on particle swarm optimisation-based whale
optimisation algorithm (P-Whale). Initially, the optimal centroids are computed using the proposed algorithm in the mapper
phase that is optimally tuned in the reducer phase, and it is clear that the proposed FrSparse FCM-based MRF ensures the
parallel processing of the big data. Experimentation is performed using the Skin data set and the localisation data set taken from
the UCI machine learning repository, and the analysis is progressed using the metrics, such as accuracy and DB Index. The
analysis proves that the proposed method acquired a maximum accuracy of 90.6012% and a minimum DB Index of 5.33.

1Introduction
The advent of technology has caused the growth of big data
imposing the companies to alter the strategy of gathering, storing,
and analysing the data to extract the essential data for performance
perfection [1]. The growth in technologies associated with personal
computing and social websites, like Facebook and Twitter, resulted
in the development of big data [2]. The data is heterogeneous such
that the individual objects in big data are multi-modal [3]. The big
data comprises of a number of interrelated objects, like texts,
audios, and images, which result in high heterogeneity, mainly, in
the structural form either as structured or unstructured data. On the
other hand, various objects consist of information, even when they
are interrelated [4, 5]. The organisations are on track to solve the
issues associated with big data that accumulate huge space and
takes large time to process the analysis using big data. On the other
hand, the data processing using big data is a tedious process as big
data is defined as 3 Vs, such as Volume, Velocity, and Variety [1,
6]. Data from different platforms represented as massive data
carries the highly significant information, and this information is
unable to be analysed because of the above computational issues
such that the extraction of information seems to be a huge concern
to the society [3]. The potential issues in big data processing and
analysis are addressed by the researchers to tackle the diversity,
volatility, efficiency, high value, and magnanimity of processing
and analysis [4].

The aim of big data analysis relies on the extraction of the in-
depth information from the massive data such that the knowledge
extraction becomes advantageous [5], for which the data mining
algorithm plays a significant role in dealing with big data [7]. In
technical terms, data mining is the process of extracting the hidden
and useful information from the massive, noisy, incomplete, fuzzy,
disordered, and random data. Cluster analysis [8] is the functional
area in data mining technology [9]. Clustering is the process in
which the data points are grouped as groups or clusters based on
the similarity of the data points. The data points in the cluster
possess greater similarity among each other, whereas the data
points between the clusters often exhibit less similarity [10]. The
similarities and dissimilarities between the data points are

established based on the attributes and more often, distance
measure is employed for analysing the similarities and the
dissimilarities. There are several algorithms for clustering that
establishes different solutions for the same dataset. Clustering
analysis is capable of establishing the hidden relationships
available in the data [11]. Thus, the algorithms for clustering are
concentrated to solve the big data problem [9]. Upon regressive
developments in the literature, the clustering algorithms are
classified as density-based clustering, hierarchical clustering,
model-based clustering, grid-based clustering, and partitional
clustering [12, 13].

Clustering algorithms resemble their style and methods in
clustering the data, and one of the partitional clustering algorithms
is the K-means that achieves greater clustering performance. It is
well known that clustering is a Non-deterministic Polynomial-time
(NP)-hard problem even when there are two clusters [14]. Since
clustering is a hard problem, the metaheuristic approaches ensure
an effective platform for addressing the big data issue [15]. Several
methods, such as decision tree [16], support vector regression [17],
optimisation algorithms [18], and so on have been introduced for
big data clustering. There are various clustering algorithms based
on meta-heuristics, such as tabu search [19], Genetic Algorithm
(GA) [20], Ant Colony Optimisation (ACO) [21], Particle Swarm
Optimisation (PSO) [22], and bee colony [23] such that these meta-
heuristics employ clustering algorithm that is computationally
efficient in order to determine the better results. K-means algorithm
is a common approach that is employed with meta-heuristic
approaches [24] for the effective clustering. K-means algorithm is
simple and efficient, but it is affected with serious issues with
sensitivity such that the optimisation is based on the initial position
of cluster centers, presence of empty clusters, and convergence in
local optima. Due to the aforementioned issues, k-means avoids
converging to the global optimum. On the other hand, nature
inspired algorithms, like PSO [25], ant colony-based method for
unsupervised learning [26], human interactions [27], water cycle
chaotic behaviour [28], and human body systems [29, 30] also
contributed much in clustering. The size of the data and the
disadvantages of a single machine are tackled using a natural
solution that works parallel in a distributed computational
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environment. A programming framework, termed as MapReduce
[31], is capable of dealing with large-scale datasets through the
exploitation of parallelism among clusters. MapReduce is
advantageous because of its simplicity, fault tolerance, flexibility,
and scalability, and hence, it is employed for big data clustering
[32–34]. Google Labs make use of MapReduce [35], for processing
the massive data [9, 36].

Big data, an area of research, requires an effective method that
relieves the complexity associated with data analysis. The proposed
method of dealing with big data is handled using the MapReduce
model that enables the parallel processing of the big data. The aim
of the proposed model is to perform the data clustering using the
proposed algorithm. Initially, the big data is spilt as sets of data and
admitted to the mappers in the map-reduce framework. In the
mapper phase, the optimal centroids are determined using the
proposed algorithm Fractional Sparse Fuzzy C-Means (FrSparse
FCM) that is the integration of the fractional theory in the Sparse
FCM. The main aim of the proposed algorithm is to tune the
optimal centroids effectively such that the standard centroid update
equation in sparse FCM is modified with the fractional theory. At
the same time, the reducers in the MapReduce framework (MRF)
acts at performing the data clustering using the optimal centroids
with the particle swarm optimisation-based whale optimisation
algorithm (P-Whale) algorithm, which is based on Whale
Optimisation Algorithm (WOA) and PSO. Thus, the data clustering
using the proposed framework ensures an effective analysis of the
data.

The main contributions of the work are:
Proposed FrSparse FCM algorithm: The developed FrSparse

FCM algorithm is the integration of the fractional theory in the
sparse FCM algorithm that aims at determining the optimal
centroids to perform optimal clustering.

Proposed FrSparse FCM-based MRF: The aim of the proposed
FrSparse FCM-based MRF is to perform the effective optimal
clustering. The mapper phase in the MRF uses the proposed
FrSparse FCM, for locating the optimal centroid and the reducer
phase uses the P-Whale, for effective data clustering. The P-Whale
algorithm is the integration of PSO and WOA for enhancing
convergence and performance.

The organisation of the paper is: Section 1 outlines the idea
behind the big data and insists on the need for data clustering
through picturing various clustering algorithms in the literature.
The traditional data clustering algorithms that aimed at performing
the data clustering are listed in the literature section along with the
merits and demerits of the methods portraying the challenges for
the research. Section 3 formulates the structure of data clustering
using the MRF, and Section 4 deliberates the results of the
proposed framework. Finally, Section 5 summarises the research
highlighting the achievements of the work.

2Motivation
The significance of this section is to detail the existing works and
present the challenges for the research.

2.1 Literature review

M. Sassi Hidri et al. [1] developed a method based on a divide-
and-conquer strategy for analysing the massive data that used
parallel algorithms and performed distributed clustering. The data
is partitioned as portions and was processed at different machines
of the MRF. The memory size is reduced so as to minimise the
slowdowns, and the cluster selection was performed locally,
missing out the global clustering.

Q. Zhang et al. [5] developed a method, termed as Privacy-
preserving High-order Possibilistic c-Means Algorithm, to deal
with the heterogeneity of the big data. The method effectively dealt
with the heterogeneous data with good scalability but fails in terms
of accuracy.

J. Wu, Z et al. [37] designed a model, termed as Fuzzy
Consensus Clustering (FCC), for performing the big data clustering
based on fuzzy that offered better capability to deal with the
incomplete data with better clarity, flexibility, and robustness.

However, the method was not automatic in determining the number
of clusters.

Q. Zhang et al. [38] performed the big data clustering using the
secure weighted possibilistic c-means algorithm that operated
based on the Brakerski-Gentry-Vaikuntanathan (BGV) encryption
scheme. The method was capable of offering better scalability but
failed to attain better classification accuracy.

L. H. Son and N. D. Tien [39] proposed a hybrid clustering
algorithm using the incremental clustering and FCM that offered a
better clustering accuracy with less computational time. The
method was not applicable to greater dimensions.

M. H. Hajeer and D. Dasgupta [40] developed a data-aware
module and the distributed encoding method using the GA. The
method was capable of managing the data distribution and capable
of dealing with a wide range of data types. The method permitted
the parallel processing of the queries, but the computational
overhead was high.

S. S. Ilango et al. [41] modelled a method to minimise the
execution time of the traditional method, and the modelled method
employed the distributed environment to perform the clustering
with better time efficiency and accuracy. The performance of the
method was tested with multi-node Hadoop cluster.

P. A. Traganitis et al. [42] developed a method, termed as
sketch and-validate (SkeVa) based on the K-means clustering, and
the method was computationally effective and minimised the
complexity. The method was incapable of clustering the
nonlinearly separable data.

Nikolaos Tsapanos et al. [43] described a plethora of theoretical
and technical works concerning the application of the Kernel k-
Means clustering algorithm to datasets of big data. They have
analysed the merits and demerits of every framework and provided
an informative suggestion on the steps one should follow for
determining the best framework for big data clustering.

Puja Shrivastava et al. [44] introduced an Augmentation of K-
Means (AKM) clustering algorithm for big data clustering. The
AKM was the augmentation of the genetic K-Means clustering
algorithm, which provides optimised clusters from the data set in
less computing time.

Qingchen Zhang et al. [45] developed a secure weighted
possibilistic c-means algorithm based on the BGV encryption
scheme for big data clustering on the cloud. This method offered a
high performance than the conventional weighted possiblistic c-
means algorithm, and it obtained good scalability on the cloud for
big data clustering.

2.2 Challenges

The challenges of the work are depicted as follows:

• The main challenge of the big data clustering is that the method
is big, heterogeneous, and dynamic as they are gathered from
various sources with no standard structure [40].

• As big data has huge volumes of data, there are a large number
of data objects, and it requires a huge time to process. Most of
the traditional methods require huge time to process and suffers
from computational complexity [38].

This work considers the drawbacks of the existing big data
clustering techniques as the motivation and developed a big data
clustering technique using the FrSparse FCM-based MRF. The
proposed method tries to solve the challenges in big data
clustering.

3Proposed method of big data clustering using
the FrSparse FCM-based map-reduce framework
The ultimate aim of the research is to concentrate on the big data
clustering as the traditional methods of data clustering seems to be
unsuitable for clustering big data due to the time complexity and
inability to extract the required patterns from big data. The
proposed method employed the map-reduce framework to deal
with the big data, and the optimal clustering is initiated using the
optimisation algorithms for forming the optimal clusters. The
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modules in MRF operate on the optimisation algorithm, each of
which assists the optimal clustering. The mapper phase is inbuilt
with a mapper function that follows the proposed FrSparse FCM,
which works on the concept of fuzzy and fractional theory, such
that the optimal centroids are obtained. Using the generated
centroids, the optimal clusters are formulated in the reducer phase
that generates the optimal clusters based on the P-Whale algorithm.
The proposed method of big data clustering minimises the time
spend over the big data in analysing and extracting the interesting
patterns of the data. Fig. 1 shows the block diagram of the
proposed method of big data clustering. 

3.1 MapReduce framework for data clustering using the
optimisation algorithm

MRF [46] is a programming paradigm platform for the processing
of massive data over several thousands of servers using a Hadoop
cluster. MRF is simple and easy to understand, and it defines the
two distinct functions of the Hadoop platform. The first function is
the map function that transforms the set of input to a data and
forms key pairs out of it. The reduce function in the reducer phase
takes the input from the mapper and reduces the data to generate
the required output. Thus, MapReduce plays a major role in data
clustering. The MRF offers better scalability, the ability to store
and distribute the big data over a large number of servers available
in the platform operating in parallel. The number of servers
increases the processing power of MRF offering cost-effective
solutions with better storage capabilities. On the other hand, the
flexibility and the time of processing are high as the big data is
divided among the servers accordingly. Thus, the design of MRF is
performed using two functions that are based on the optimisation
algorithms.

MRF comprises of two phases, like the mapper and the reducer
phases, that operate based on the proposed FrSparse FCM and P-
Whale algorithm. The mapper phase uses the proposed FrSparse
FCM method for optimally detecting the centroids, and the reducer
function uses the P-Whale algorithm for obtaining the optimal
clusters. Let us consider the database D that consists of a number
of data with the attributes given as,

D = di j (1)

where, di j corresponds to the data in the big data D or the jth
attribute of the ith data present in the big data. Let us assume that
there are a number of data points and b number of attributes in the
database such that 1 ≤ i ≤ a  and 1 ≤ j ≤ b . The mapper phase
consists of the mapper function that aims at transforming the
subsets of data into key pairs, and the mapper phase comprises of a
number of mappers based on the sub-sets of data. The map
function uses the proposed FrSparse FCM that is the integration of
the fractional concept in the sparse FCM algorithm, and the map
function determines the optimal centroid. The data di j is partitioned

into subsets in such a way that the total number of sub-sets equals
to the total number of mappers in the mapper phase. The sub-sets
of data obtained from di j are given as,

di j = Jk ; 1 ≤ k ≤ n (2)

where, n is the total number of sub-sets of data from di j and n is the
total number of mappers in the mapper phase. Let us represent the
mappers in the mapper phase given as,

F = F1, F2, . . . , Fk, . . . , Fn ; 1 ≤ k ≤ n (3)

Now, the input to the kth mapper is represented as,

Jk = gl, j ; 1 ≤ l ≤ p ; 1 ≤ j ≤ b (4)

where, gl, j is the data to the kth mapper, p is the total number of
data in the qth mapper, and b represents the total number of the
attributes. The individual mappers map the input data and form the
centroids based on the user-defined centroid size, and establish an
intermediate data. Thus, the mapper output forms the input to the
reducer module, and the output from the n number of mappers is
represented as,

H = q1 q2 . . . qn (5)

where, q1 q2 . . . qn  corresponds to the output from the individual
mappers and H is the intermediate data of the mappers. The
reducer phase possesses the reducer function that determines the
optimal cluster using the P-Whale algorithm for which it makes use
of the centroids obtained using mappers (presented as intermediate
data). The total number of reducers in the reducer phase is given
as,

r = r1, r2, . . . , rt, . . . , ru (6)

where, u is the total number of reducers in the reducer phase. Thus,
the optimal clusters are generated from the reducer module of the
MRF based on the P-Whale algorithm. The output from the reducer
phase is given as,

wt = ws, j
t ; 1 ≤ s ≤ Kt ; 1 ≤ j ≤ b ; 1 ≤ t ≤ u (7)

where, Kt signifies the cluster size defined for the tth reducer and
ws, j

t  denotes the cluster in the tth reducer.

3.1.1 Mapper phase with the proposed FrSparse FCM as
map function: The mapper phase contributes to the big data
clustering with the centroids for the big data di j that is formulated
using the proposed FrSparse FCM algorithm. The developed
FrSparse FCM algorithm inherits the advantages of fractional
theory [47] and sparse FCM [48]. The Sparse FCM handles the
high-dimensional data and possesses the ability to select the highly
significant and effective cluster centroid. The fractional concept is
capable of extracting the texture features effectively for the
localisation of the optimal centroid. The fractional theory has the
unique property of using the history of the variable as they possess
the memory. The main goal of the proposed FrSparse-FCM is to
compute the optimal centroid, and the proposed FrSparse-FCM
algorithm is the map function in the mappers of the MRF. Let us
denote the data matrix as, Jk = gl j ∈ ℜp × b, in which p indicates the
total number of data points in the data and b corresponds to the
total number of attributes. The FrSparse-FCM algorithm employs
the distance metric to compute the cluster centroid, and the total
number of centroids is based on the user and is hence, predefined.
The cluster centroids are given as,

w = w1, w2, . . . , wρ, . . . . , wA (8)

Fig. 1 Block diagram of big data clustering technique using the proposed
FrSparse FCM based MRF
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where, A is the total number of cluster centroids. The cluster
centroids are the highly significant data points that are highly
essential to group the big data such that the processing and analysis
using the big data become less complex and take less time. The
algorithmic steps of the proposed FrSparse-FCM are given below.

Step 1: Initialisation: The main step in the proposed FrSparse-
FCM is the initialisation of the data points in the big data that is
given as,

ω = ω1
o = ω2

o = . . . = ωb
o =

1

b
(9)

Step 2: Update the partition matrix: Let us assume w as the cluster
center and let us fix the attribute weights as, ω such that ε ℜ  is
minimised if and only if,

Plρ =

1
Cρ

; if εlρ = 0 and Cρ = card w:εlρ = 0

0; if εlρ ≠ 0 but εl ƛ = 0 for some ƛ, ƛ ≠ ρ

1

∑ƛ = 1

A
εlρ/εƛρ

(1/(α − 1))
; Otherwise

(10)

where, card A  specifies the cardinality of set A. The distance
measure in the proposed FrSparse-FCM algorithm is computed
between the individual data point gl j in the big data and the cluster
centroid wρ j, given as,

εlρ = ∑
ρ = 1

A

ωj gl j − wρ j
2 (11)

where, gl j is the data point, and wρ j is the cluster centroid.
Step 3: Update the cluster centers: Let w and ℜ be fixed and ε c

is minimised if

wρ j =

0; if wj = 0

∑l = 1

p
Pl, ρ

α ⋅ gl j

∑i = 1

p
Pl, ρ

α
; if wj ≠ 0

(12)

where, l = 1, . . . , p, j = 1, . . . , b, and α specifies the weighted
exponent, which is responsible for handling the degree of
membership sharing among the fuzzy clusters. The dissimilarity
measure is indicated as, ℜ. Equation (12) is the standard equation
of the computation of cluster centroid, which is modified using the
fractional theory. The proposed update rule of cluster centroid is
derived as follows:

Let us assume the cluster centroid as wρ j
z + 1 = N. For including

the fractional concept in the cluster centroid update equation, the
assumption wρ j

z + 1 = N is modified with the centroid obtained in the
previous iteration as,

wρ j
z + 1 − wρ j

z = N − wρ j
z (13)

∂α
wρ j

z + 1 − wρ j
z = N − wρ j

z (14)

where, z is the iteration number. According to the fractional
concept, (14) is given as,

wρ j
z + 1 − α wρ j

z −
1
2

α ⋅ wρ j
z − 1 −

1
6

1 − α wρ j
z − 2

−
1
24

α 1 − α 2 − α wρ j
z − 3 = N − wρ j

z
(15)

wρ j
z + 1 = N − wρ j

z 1 − α +
1
2

α ⋅ wρ j
z − 1

+
1
6

1 − α wρ j
z − 2 +

1
24

α 1 − α 2 − α wρ j
z − 3

(16)

where, wρ j
z + 1 is the cluster centroid in the z + 1 th iteration and α

defines the fractional coefficient. wρ j
z − 1, wρ j

z − 2, and wρ j
z − 3 are the

cluster centroids in the previous iterations. Equation (16) conveys
that the cluster centroid is updated based on the centroids in the
previous iterations. The proposed update rule of the FrSparse FCM
algorithm obtains the cluster centroids effectively with good
accuracy, and it overcomes the demerits of the existing sparse FCM
[48]. The proposed FrSparse FCM is applicable to the big data
clustering that holds the ability to solve the data with variable
features and missing data.
Step 4: Compute the class: The class label is estimated using the
fixed clusters w = w1, w2, . . . , wρ, . . . . , wA  and the membership
P. The class κ j is computed based on the following objective,

maxw ∑
j = 1

b

ωj ⋅ κ j such that ∥ ω ∥2
2 ≤ 1, ∥ ω ∥ f

f ≤ τ to obtain

ω
∗.where, τ is the tuning parameter and 0 ≤ τ ≤ 1 ;

∥ ω ∥ℏ
ℏ = ∑

j = 1

b

ωj
ℏ.

Step 5: Terminate: The iteration is repeated for the maximum
number of iterations until the stopping criterion is reached. The
stopping criterion is given as,

∑ j = 1
b

ω
∗ − ωj

h

∑ j = 1
b

ωj
h

< 10−4 (17)

Thus, the cluster centroids are optimally tuned using the proposed
FrSparse-FCM, and the number of the centroids is based on the
user-set count, and the centroids group the clusters such that the
data points in a cluster group exhibit similar characteristic, whereas
the data points between the clusters exhibit dissimilar
characteristics. The cluster centroids determined using FrSparse
FCM in the individual mappers are combined to form the
intermediate data that form the input to the reducers. The reducer
phase uses the P-Whale algorithm to form the optimal clusters for
the big data. Fig. 2 shows the algorithmic steps of the proposed
FrSparse-FCM. 

3.1.2 P-Whale algorithm for computing the optimal clusters in
the reducer phase for big data clustering: The reduce function
is based on the P-Whale algorithm that is developed using WOA
[49]and PSO algorithm [50] such that the update rule in PSO is
modified using the update rule in WOA. The P-Whale algorithm
inherits the advantages of PSO and WOA, such that there is a
proper balance in the merits and the demerits of the algorithms.
WOA that exhibits the hunting mechanism of the humpback
whales ensures the balance in the exploration and the exploitation
phases. WOA is effective in dealing with real-time issues and
capable of operating even with unknown search spaces. The
algorithm exhibits unique features in employing the random or the
best search in the solution space to chase the prey. The solution
parameters are located effectively in three modes of search that
includes the encircling phase, exploration, and exploitation phases.

On the other hand, PSO is based on the swarm behaviour that
makes the possibility of the algorithm to search for the solution
space effectively as the search space is large. The positions and
velocities of the particle are updated based on the environmental
change assuring proximity and quality. In other words, the swarm
holds simple computations, consuming less time and could afford
the changes in the quality associated with the environment.
Moreover, the movement of the particles in PSO is not limited, but
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the optimal search is continued until the possible solution is
obtained. Additionally, the behaviour of the particle never varies
for all the changes in the environment, but adaptively changes the
behaviour upon the worthy environmental variations. PSO offers
excellent robustness, supports parallel computation, and converges
easily to the optimal solution. However, the estimation of the
algorithm parameters and the inability to deal with the discrete
variables are serious issues of PSO. Moreover, there is no proper
balance between the exploration and exploitation phases.

The P-Whale algorithm inherits the advantages and the
disadvantages of the PSO and the WOA in determining the optimal
clusters using the big data. The intermediate data obtained from the
mapper phase is employed by the reducer that is represented as,

H = H
v, j ; 1 ≤ v ≤ nw × n; 1 ≤ j ≤ b (18)

where, nw specifies the total number of the clusters and Hv, j is the
intermediate data belonging to the n number of mappers. The
optimal cluster in the reducer phase is determined using the
intermediate data H of the mapper. The cluster obtained in the
reducer phase is,

r H = wt (19)

where, wt specifies the clusters in the tth reducer. Thus, the final
output from the reducer is based on the following equation,

ru = qe, j; 1 ≤ k ≤ n ; 1 ≤ e ≤ nk
w ; 1 ≤ j ≤ b (20)

where, nk
w is the total number of the clusters obtained from the kth

cluster such that the optimal cluster generation follows the
objective function that is based on the DB index.

Solution vector: The solution is the optimal cluster obtained
using the P-Whale algorithm-based MRF, and the solution is
initially generated randomly based on the intermediate data
generated using the mappers. The formulation of the optimal
centroid is based on the objective measure, and the dimension is
based on the total number of clusters and data.

Objective function: The objective function is based on the DB
index [46] that evaluates the quality of the solution, and it
measures the similarity between the clusters based on the distance
measure. DB index is given as,

DB =
1
wt

∑
h = 1

wt

Gh (21)

Gh is the similarity measure for computing the similarity between
the clusters that is given as,

Gh = max
x ≠ h

Ih, x (22)

where, Ih, x is the Euclidean distance to measure the similarity
between the clusters, given as,

Ih, x =
Eh + Ex

Bx, h
(23)

where, Eh and Ex are the scattering coefficients of two clusters, and
Bx, h denotes the Euclidean distance among two cluster matrices
that signify the clustering performance. The lower values of Bx, h,
between the cluster centroid and the data point constitute the better
performance of the cluster. Euclidean distance Bx, h is given as,

Bx, h = ∥ Ph − Px ∥ (24)

where, Ph and Px denote the centroids of h
th and xth clusters,

respectively. On the other hand, the scattering coefficient of h
th

cluster is given as,

Eh =
1

ah ∑
h = 1

ah

∥ H
v, j − Ph ∥ (25)

where, ah specifies the available number of data with respect to Ph.
It is to be noted that the distance between the data point and its
corresponding cluster centroid is minimum, but the distance
between the cluster centroids should be in maximum.

Algorithmic steps of P-Whale algorithm: The optimal clusters
are computed using the P-Whale algorithm, and the detailed steps
are discussed as follows. The P-Whale algorithm determines the
personal and the global best solutions based on the interaction of
the particles in search space. PSO suffers from premature
convergence, which is resolved using WOA that inherits good
convergence behaviour without leaning on the local optima. The
algorithmic steps of the proposed P-Whale algorithm are:

(a) Initialisation
The swarm population is initialised randomly, and the solutions

in the search space are given as,

L = L1, L2, …, L f , …, Ly ; 1 ≤ f ≤ y (26)

where, L f  denotes the position of f
th solution, whose dimension is

1 × M . The total number of swarm particles in search space is y.
(b) Evaluation of objective function

The fitness of the solutions given in (26) is evaluated based on
the objective function shown in (21) such that the solution
acquiring minimum fitness value becomes the best solution.
Finally, global and personal best solutions are obtained using the
algorithm.
(c) Update rule of P-Whale algorithm

The update rule of WOA is merged in the update rule of PSO
that is based on the position and velocity of the particles in the
search space.

Fig. 2 Proposed FrSparse FCM in the MRF
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L f z + 1 =
1

1 − R2S2

[L f z + U Vt z + R1S1 Y − L f z

−R2S2 Z′ ec Ncos 2πN + L f z ]

(27)

where, z symbolises the iteration number, U denotes the inertia
weight, R1, R2 signify the acceleration rates, S1, S2 notate the
random numbers in 0, 1 , Vt z  denotes the velocity of the particle
at zth iteration, and L f z  signifies the position of f

th particle at zth

iteration. Z′ is the distance measured based on the global best and
is given as,

Z′ = Y − L f z (28)

where, Y is the global best solution and X is the personal best
solution. It is noted from (28) that the distance measure is
computed as the distance between the global best solution and the
position of f

th particle at zth iteration. The global best solution is
given as,

Y = L f z + 1 − Z′ ec Ncos 2πN (29)

where, c is a constant and N is a random number on the range
−1, 1 . Equation (27) is the update rule of P-Whale algorithm

employed for determining the optimal cluster.
(d) Locating the best solution

Once the position of the particles in search space is updated, the
fitness of the updated solution is evaluated based on the objective
function. The objective function uses the DB index, and the
solution with the minimum value of the fitness is taken as the
optimal solution that replaces the existing solution. The solution is
the cluster centroid that is formulated for individual iteration to
replace the existing centroid if the fitness of the new cluster
centroid is better than the fitness of the existing centroid.
(e) Termination

The steps are iterated for the maximum number of iterations, and
the optimal cluster centroid is determined to perform the optimal
clustering of the big data.

4Results and discussion
The section deliberates the results and discussion of the proposed
method of big data clustering to prove the effectiveness of the
proposed method.

4.1 Experimental setup

The implementation of the proposed work is performed in JAVA
using two datasets, localisation, and skin segmentation datasets.

4.1.1 Dataset description: The datasets utilised for the
experimentation are localisation dataset (Dataset 1) [51], skin
segmentation dataset (Dataset 2) [51] (taken from UCI Machine
Learning Repository), and Arrhythmia Data Set (Dataset 3) [52].
The localisation dataset has various activities of five different
people wearing four tags, ankle left, ankle right, chest, and belt.
There are a total of 164,860 instances in the localisation dataset
with every instance constituting a localisation data for an
individual tag that could be identified using 8 attributes. The skin
segmentation dataset is developed through sampling the R, G, B
values possessing four attributes and 245,057 instances to yield
50,859 skin samples and 194,198 non-skin samples.

4.2 Performance metrics

The performance of the proposed method of big data clustering is
evaluated using two metrics, clustering accuracy, and DB-index.
DB index is computed as in (21), and the classification accuracy is
based on the number of classes. The effective method offers a
maximum value of classification accuracy and DB index.

4.3 Comparative methods

The comparative methods of the big data clustering are performed
using the methods, like Multiple Kernel and a Swarm-Based Map-
Reduce Framework (MKS-MRF) [53], K-Means [54], FCM [55],
KFCM [56], FPWhale-MRF [obtained by integrating fractional
theory into TSK clustering algorithm, and PSO with WOA, and
Sparse FCM [48].

4.4 Performance analysis

The section deliberates the performance analysis of the proposed
big data clustering methods using the skin dataset and localisation
dataset.

4.4.1 Using skin data: The analysis is progressed using the skin
dataset that is depicted in Fig. 3, and the analysis is progressed for
various mapper sizes. Fig. 3a depicts the accuracy of the proposed
method for various mappers. When the mapper size is 3, the
accuracy of the proposed method is 0.8924, 0.8924, 0.9148,
0.8924, and 0.8924, respectively, for the cluster size 2, 3, 4, 5, and
6, respectively. Fig. 3b depicts the DB-index of the proposed
method for various mappers. When the mapper size is 3, the DB-
Index of the proposed method is 3.4049, 48.0146, 54.6878,
122.7196, and 61.8339, respectively, for the cluster size 2, 3, 4, 5,
and 6, respectively.

4.4.2 Using localisation data: The analysis is progressed using
the localisation dataset that is depicted in Fig. 4, and the analysis is
progressed for various mapper sizes. Fig. 4a depicts the accuracy
of the proposed method for various mappers. When the mapper
size is 3, the accuracy of the proposed method is 0.8559, 0.8559,
0.8559, 0.8559, and 0.8621, respectively, for the cluster size 2, 3, 4,
5, and 6, respectively. The accuracy of the proposed method
increases with the cluster size. Fig. 4b depicts the DB-index of the
proposed method for various mappers. When the mapper size is 3,
the DB-Index of the proposed method is 5.0224, 12.5303, 97.1403,
135.343, and 85.586, respectively, for the cluster size 2, 3, 4, 5, and
6, respectively.

4.4.3 Using arrhythmia data set: The analysis is progressed
using the Arrhythmia dataset that is depicted in Fig. 5, and the
analysis is progressed for various mapper sizes. Fig. 5a depicts the
accuracy of the proposed method for various mappers. When the
mapper size is 3, the accuracy of the proposed method is 0.8195,
0.8247, 0.8469, 0.8147, and 0.8479, respectively, for the cluster
size 2, 3, 4, 5, and 6, respectively. The accuracy of the proposed

Fig. 3 Performance analysis using skin dataset
(a) Accuracy, (b) DB-index
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method increases with the cluster size. Fig. 5b depicts the DB-
index of the proposed method for various mappers. When the
mapper size is 3, the DB-Index of the proposed method is 78.5099,
76.7216, 76.2629, 82.3171, and 83.9616, respectively, for the
cluster size 2, 3, 4, 5, and 6, respectively.

4.5 Comparative analysis

The section deliberates the comparative analysis of the big data
clustering algorithms using two datasets, such as the skin and
localisation dataset.

4.5.1 Using skin dataset: Fig. 6 shows the comparative analysis
of the big data classification algorithms using the skin dataset. 
Fig. 6a deliberates the analysis based on accuracy. The accuracy is
analysed using the cluster size, and at cluster size 2, the accuracy
of the methods, MKS-MRF, K-Means, FCM, KFCM, FPWhale-

MRF, Sparse FCM, and Proposed FrSparse FCM-based MRF is
75.58, 75.58, 75.58, 79.52, 87.91, 79.24, and 89.24%. The
accuracy of the methods increases with the cluster size, and the
proposed method acquired the maximum value of accuracy.

Fig. 6b deliberates the analysis based on DB-Index. The DB-
Index is analysed by varying the cluster size and at cluster size 2,
the DB-Index of the methods, MKS-MRF, K-Means, FCM,
KFCM, FPWhale-MRF, SparseFCM, and Proposed FrSparse
FCM-based MRF is 36.05, 83.2, 34.04, 30.27, 16.93, 19.79, and
16.3. The proposed method acquired the minimum value of DB-
Index than that of the existing methods.

4.5.2 Using localisation dataset: Fig. 7 shows the comparative
analysis of the big data classification algorithms using the
localisation dataset. Fig. 7a deliberates the analysis based on
accuracy. The accuracy is analysed using the cluster size, and at
cluster size 2, the accuracy of MKS-MRF, K-Means, FCM, KFCM,
FPWhale-MRF, Sparse FCM, and Proposed FrSparse FCM-based
MRF is 79.24, 78.57, 79.24, 79.24, 90, 75.599, and 90.60%. The
accuracy of the methods increases with the cluster size, and the
proposed method acquired the maximum value of accuracy.

Fig. 7b deliberates the analysis based on DB-Index. The DB-
Index is analysed using the cluster size, and at cluster size 2, the
DB-Index of MKS-MRF, K-Means, FCM, KFCM, FPWhale-MRF,
Sparse FCM, and Proposed FrSparse FCM-based MRF is 12.01,
22.25, 88.17, 23.07, 7.73, 9.081, and 5.335. The DB-Index of the
methods increases with cluster size, and the proposed method
acquired the minimum value of DB-Index.

4.5.3 Using arrhythmia data set: Fig. 8 shows the comparative
analysis of the big data classification algorithms using the
Arrhythmia dataset. Fig. 8a deliberates the analysis based on
accuracy. The accuracy is analysed using the cluster size, and at
cluster size 2, the accuracy of MKS-MRF, K-Means, FCM, KFCM,
FPWhale-MRF, Sparse FCM, and Proposed FrSparse FCM-based
MRF is 75, 78.03, 79.73, 77.09, 78.73, 75.97, and 85.97%,
respectively. The accuracy of the methods increases with the
cluster size, and the proposed method acquired the maximum value
of accuracy.

Fig. 8b deliberates the analysis based on DB-Index. The DB-
Index is analysed using the cluster size, and at cluster size 2, the
DB-Index of MKS-MRF, K-Means, FCM, KFCM, FPWhale-MRF,
Sparse FCM, and Proposed FrSparse FCM-based MRF is

Fig. 4 Performance analysis using localisation dataset
(a) Accuracy, (b) DB-index

 

Fig. 5 Performance analysis using arrhythmia data set
(a) Accuracy, (b) DB-index

 

Fig. 6 Analysis using skin dataset
(a) Accuracy, (b) DB-index
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203.2028, 198.7232, 158.9375, 149.4166, 136.4192, 51.2953, and
36.0497, respectively. The DB-Index of the methods increases with
cluster size, and the proposed method acquired the minimum value
of DB-Index.

4.6 Comparative discussion

The comparative analysis of the big data classification methods is
deliberated in Table 1. The accuracy of the methods, like MKS-
MRF, K-Means, FCM, KFCM, FPWhale-MRF, Sparse FCM, and
Proposed FrSparse FCM-based MRF is 82.43, 79.24, 79.73, 79.52,

90, 79.47, and 90.6012%. The proposed method acquired a
maximum value of accuracy, with the minimum value of DB Index
is 5.33. The existing methods, like MKS-MRF, K-Means, FCM,
KFCM, FPWhale-MRF, and Sparse FCM attained a DB Index
greater than the proposed method. The analysis reveals that the
proposed method acquired a maximum value of accuracy and
minimum value of the DB Index. The computational time of the
proposed method is 4.8 s, which is minimum than the
computational time of the existing methods, such as MKS-MRF,
K-Means, FCM, KFCM, FPWhale-MRF, and Sparse FCM. An
algorithm is said to be feasible if it requires minimum
computational time. Here, the proposed algorithm requires
minimum time for computation. Hence, the proposed algorithm is
feasible.

5Conclusion
This research work focuses on the big data clustering using the
MRF based on the proposed FrSparse FCM algorithm. Initially, the
mappers in the mapper phase compute the optimal centroid using
the proposed FrSparse FCM algorithm, and the reducers in the
reducer phase perform the classification using the P-Whale
optimisation algorithm. The developed FrSparse FCM is the
integration of the fractional concept in the sparse FCM such that
the developed algorithm performs the big data clustering with
better classification accuracy. The optimal centroids determined
using the proposed FrSparse FCM in the mapper phase are
optimally tuned in the reducer phase to present the better centroids
in the reducer phase. The importance of the proposed method is
that it can deal with big data arriving from the distributed sources.
Experimentation is performed using the Skin dataset and
localisation dataset taken from the UCI machine learning
repository, and the analysis is progressed using the metrics, such as
accuracy and DB Index. The analysis proves that the proposed
method acquired a maximum accuracy of 90.6012% and a
minimum DB Index of 5.33.
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