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Abstract

Recommendation Systems (RSs) are becoming tools of choice to select the online information relevant to a given user.
Collaborative Filtering (CF) is the most popular approach to build Recommendation System and has been successfully employed
in many applications. Collaborative Filtering algorithms are much explored technique in the field of Data Mining and
Information Retrieval. In CF, past user behavior are analyzed in order to establish connections between users and items to
recommend an item to a user based on opinions of other users. Those customers, who had similar likings in the past, will have
similar likings in the future. In the past decades due to the rapid growth of Internet usage, vast amount of data is generated and it
has becomea challenge for CF algorithms. So, CF faces issues with sparsity of rating matrix and growing nature of data. These
challenges are well taken care of by Matrix Factorization (MF). In this paper we are going to discuss different Matrix
Factorization models such as Singular Value Decomposition (SVD), Principal Component Analysis (PCA) and Probabilistic
Matrix Factorization (PMF). This paper attempts to present a comprehensive survey of MF model like SVD to address the
challenges of CF algorithms, which can be served as a roadmap for research and practice in this area.
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1. Introduction

In these days E-Commerce industry is growing at the exponential rate. As the users are using these systems their
changing needs and variety of products is making business more and more complex. At the same time they are
providing ease and flexibility to users’. In such environment, customers have difficulty to find optimal information
about products from the tremendous amount of information. To help the buyers, the major e-business companies are
going to develop their Recommender System to help their customers to choose items more efficiently; this serves
win-win strategy in E-Commerce.

Recommendation Systems are becoming tools of choice to select the online information relevant to a given user.
Recommendation System can be classified into: Content-Based (CB), Collaborative Filtering (CF) and Hybrid
Recommendation System'?. CF is the most popular approach to build recommender system and has been
successfully employed in many applications. CFis much explored technique in the field of Data Mining and
Information Retrieval. In Collaborative Filtering (CF), past user behavior are analyzed in order to establish
connections between users and items to recommend an item to a user based on opinions of other users’. Customers
who had similar likings in the past, will have similar likings in the future. Many E-Commerce companies have
already incorporated RS with their services. Examples for such recommendation systems include Product and Book
recommendation by Amazon, Movie recommendations by Netflix, Yahoo!Movies and MovieLens, Product
advertisements shown by Google based on the search history.

For large and complex data, CF methods frequently give better performance and accuracy than other RS
techniques. Early CF algorithms for recommendation systems utilize the association inferences, which have a very
high time complexity and a very poor scalability. Recent methods that use matrix operations are more scalable and
efficient. The implementations and algorithms of CF for the applications of recommendation systems face several
challenges. First is the size of processed datasets. The second one comes from the sparseness of rating matrix, which
means for each user only a relatively small number of items are rated. So, these challenges are been well taken care
by Matrix Factorization™>.

Matrix Factorization (MF) methods have recently received greater exposure, mainly as an unsupervised learning
method for latent variable decomposition and dimensionality reduction®. It has successfully applied in spectral data
analysis and text mining. Most of the MF models are based on the latent factor model. In a latent factor model® >,
rating matrix is modeled as the product of a user factor matrix and an item factor matrix. The Matrix Factorization
approach is found to be most accurate approach to reduce the problem from high levels of sparsity in RS database,
certain studies have used dimensionality reduction techniques.

MF is specially used for processing large RSs databases and providing scalable approaches. In the model-based
technique Latent Semantic Index (LSI) and the dimensionality reduction method Singular Value Decomposition
(SVD) are typically combined®* '*. SVD and PCA are well-established technique for identifying latent semantic
factors in the field of Information Retrieval to deal with CFchallenges.

1.1. Related Work

This paper mainly study the Matrix Factorization models like SVD and PCA, with CF algorithms such as user-
based and item-based CF. As we know that from past two decades lots of research work is going in the field of CF.
CF is a promising research field in Information Retrieval so many researchers have contributed to this area.

Many CF researchers have recognized the problem of sparseness i.e., many values in the ratings matrix are null
since all users do not rate all items. Computing distances between users is complicated by the fact that the number of
items users have rated in common is not constant. An alternative to inserting global means for null values or
significance weighting is Singular Value Decomposition (SVD), which reduces the dimensionality of the ratings
matrix and identifies latent factors in the data®.

In 2006, the online DVD rental company Netflix announced the Netflix Prize contest with a $1 million reward to
the first team who can improve its recommender system’s root mean square error (RMSE) performance by 10
percent or more™ . Contestants were allowed to build model based on released training set consisting of about 100
million movie ratings, on a scale of 1 to 5 stars, submitted by 500,000 anonymous users on more than 17,000
movies. The participating teams need to submit their predicted ratings for a test set consisting of approximately 3
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million ratings and Netflix calculated the RMSE based on a held-out truth set. This large size of publicly available
data create a perfect setting for standardized benchmarking experiments and attracted significant attention to the
field of recommender system in particular CF.

The team Yehuda Koren et al.” originally called BellKor, took over the top spot in the competition in the summer
2007 and won the 2007 Progressive Prize with the best score at the time 8.43 percent better than Netflix. Later in
2008 they aligned with team BigChaos to win the Progressive Prize with a score of 9.46 percent. Factorizing the
Netflix user-movies matrix allows them to discover the most descriptive dimensions for predictive movie
preferences. They identified the first few most important dimensions from a matrix decomposition and explore the
movies in new space.

Sarwar et al. (2001) applied Matrix Factorization model SVD to reduce the dimensionality of a ratings matrix.
Using the MovieLens dataset, they selected 943 users to form a 943 x 1682 matrix that is 95.4% sparse (each user
on average rates 5% of the 1682 movies). They first fill missing values using user and movie rating averages, and
then apply SVD. For thislarge dataset Item-Based technique provide optimal accuracy with significantly faster and
high quality online recommendationsthan user-user (k-Nearest-Neighbor) method.

Goldberg et al.”® proposed an approach to use Principal Component Analysis (PCA) in the context of an online
joke recommendation system. Their system, known as Eigentaste'”, In Eigentaste they addressed sparseness using
universal queries, which insure that all users rate a common set of k-items. So, resulting sub-matrix will be dense
and directly compute the square symmetric correlation matrix and then did linear projection using Principle
Component Analysis (PCA), a closely-related factor analysis technique first described by Pearson in 1901. Like
SVD, PCA reduces dimensionality of matrix by optimally projecting highly correlated data along a smaller number
of orthogonal dimensions.

Royi Ronen et al.'” proposed a project Sage, Microsoft’s all-purpose recommender system designed and
developed as an ultra-high scale cloud service. The main focus of project Sage is on both state of the art research
and high scale robust implementation. A novel Probabilistic Matrix Factorization (PMF) model was presented by
Royi et al. for implicit one-class data as new evaluation framework. Their service Sage is deployed on the Microsoft
Azure cloud which provides easy to use interface to integrate a recommendation service into any website.
Recommender Systems based on MF models have repeatedly demonstrated better accuracy than other methods,
such as Nearest-Neighbor models and restricted Boltzmann machines. The dashboard allows users to choose any
subset of items and generate high quality recommendations as well as explore item-to-item relation.

1.2. Organization

The rest of this paper is organized as follows. In Section 2, the background of Collaborative Filtering, CF
techniques, MFis presented. In Section 3, MF models are discussed. In Section 4, MF model like SVD with user-
based, item-based CF algorithms is presented Section 5, presents the various evaluation metrics to evaluate accuracy
and implementation of MF models with CF algorithms. The conclusion and future work are given in the last Section.

2. Background

This section presents the overview of CF and MF with their methodologies. GenerallyCF techniques are
classified as: Memory-Based, Model-Based and Hybrid approaches with representative algorithms (detailed
explanation in Section 4).

2.1. Collaborative Filtering (CF)

The CF algorithms of Recommendation System (RS) works by collecting user feedback in the form of ratings for
items. Then it exploits similarities in rating behavior amongst several users in determining how to recommend an
item. It works on the principle thatthe user’ have same likings in the past will have similar choices in the future as
well. The term CF was first coined by David Goldberg, David Nichols, Brian M. Oki, and Douglas Terry in 1992 to
describe an email filtering system called “Tapestry”. Tapestry® was an electronic messaging system that allows
users’ to rate messages “good” or “bad” or associate text annotations with those messages. CF systems recommend
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an item to a user based on opinions of other users. In a recommendation application, CF system tries to find other
like-minded users and then recommends the items that are most liked by them.

The E-Commerce industry is growing and becoming complex therefore information about products is also
increasing with exponential rate, demands more efficient and scalable algorithms and implementations. For large
and complex data, CF methods frequently give better performance and accuracy than Content-Based technique of
Recommendation System. Earlier CF algorithms for recommendation systems used to utilize the association
inferences, which have a very high time complexity and a very poor scalability. Recent methods make use of matrix
operations which are more scalable and efficient.

+ Tvem to which prediction is sought

P, (Prediction on item j

p—,

i mgae

o A Prediction for the active user)
| (T T Toy }(TopeN list
Recommendation of items for the active user)

Active User Input{Rating Matrix) CF Algorithm Output Interface

Fig. 1. The Collaborative Filtering Process.

The task of CF algorithm is to find an item likeliness that can be well described by schematic diagram of
collaborative filtering process shown in Fig. 1:

. Predict a numerical value Paj expressing the predicted score of an item ' for the user ‘a’. The predicted value
is within the same scale that is used by all users for rating
. Recommend a list of Top-N items that the active user will like the most

Collaborative Filtering (CF) Techniques

The CF techniques can be classified into various categories, such as: a) Memory-Based Collaborative Filtering,
b) Model-Based Collaborative Filtering, c)Hybrid Collaborative Filtering. Overview of these categories is shown in
the Table 1: (referred from the *Xiaoyuan Su homepage for CF).

Table 1. Overview of Collaborative Filtering Techniques*

Collaborative Filtering Representative Advantages Limitations
Technique Algorithm
. User-Based CF . Easy implementation Are dependent on human
. Item-Based CF . New data can be added ratings
easily and incrementall Cold start problem for new
Memor'y-Ba's ed . . Needynot consider the g user and ngw item
Coll.aboratlve Filtering content of items being Sparsity problem of rating
(Neighborhood Based) recommended matrix
. Scales well with correlated Limited scalability for large
items datasets
. Slope-One CF . Better addresses the sparsity Expensive model building

e Dimensionality

Model-Based Reduction (Matrix .

and scalability problem
Improve prediction

Trade-off between the
prediction performance and

. N Factorization erformance scalabilit
Collaborative Filtering Eg. SVD, PC A) P Loss o firzlformation .
dimensionality reduction
technique (SVD)
. Combination of . Overcome limitations of CF Increased complexity and

Memory-Based and
Hybrid Collaborative Model-Based CF
Filtering .

such as sparsity and grey
sheep

Improve prediction
performance

expense for implementation
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2.2. Matrix Factorization (MF)

The most successful latent factor models are based on MF>®'*** In its basic form MF characterizes both items
and users by vectors of factors inferred from items rating patterns. The high correspondence between user factors
and item factor leads to a recommendation. These methods have become popular recently by combining good
scalability with predictive accuracy. They offers much flexibility for modeling various real-life applications.

Matrix factorization models map both users and items to a joint latent factor space of dimensionality f, user-
item interactions are modeled as inner products in that space. Accordingly, each item i is associated with a vector
¢; 0 R/, and each user u is associated with a vector p,€ R’. For a given item i, the elements of ¢; measure the extent
to which the item possesses those factors positive or negative. For a given user u the elements of p, measure the
extent of interest the user has in items that are high on the corresponding factors positive or negative’. The resulting
dot product ¢p, captures the interaction between user u and item i, the users’ overall interest in the item
chglracteristics. This approximates user u’s rating of item 7 which is denoted by r,; leading to the estimate is given
by

ui = q;F Pu 1

The Matrix Factorization approach is found to be most accurate approach to reduce the problem from high
levels of sparsity in RS databases, certain studies have used dimensionality reduction techniques. Matrix
factorization is specially used for processing large RS databases and providing scalable approaches® '* ?*. The
model-based technique Latent Semantic Index (LSI) and the reduction method Singular Value Decomposition
(SVD) are typically combined. SVD and PCA are well-established technique for identifying latent semantic factors
in Information Retrieval. Applying SVD in the CF domain requires factoring the user-item rating matrix> ®. This
raises difficulties due to the high portion of missing values caused by sparseness in the user-item ratings matrix. The
conventional SVD is undefined when knowledge about the matrix is incomplete.

To learn the factor vectors (p, and ¢;), the system minimizes the regularized squared error on the set of known
ratings as™:

minq*, p* Z(u,i) eK(rui - q;rpu)z + A(Hqillz + ||pu||2) (2)

Here, K is the set of the (u,7) pairs for which 7,; is known the training set.

The system learns the model by fitting the previously observed ratings. The goal is to generalize those previous
ratings in a way that predicts future unknown ratings. The constant A controls the extent of regularization and is
usually determined by cross-validation.

3. Matrix Factorization (MF) Models

Matrix decomposition is a powerful technique to find the hidden structure behind the data. SVD, PCA, PMF and
NMF,etc.,are popular decomposition models. They can be reformulated as an optimization problem with a loss
function and constraints, for example, NMF imposes the no negativity on factor matrices. How to choose the loss
function and the constraints are dependent on the property of the data.There are various matrix factorization models,
some commonly are as shown in Fig. 2 above are:

e  Singular Value Decomposition (SVD)

e Principal Component Analysis (PCA)

e Probabilistic Matrix Factorization (PMF)
e Non-Negative Matrix Factorization(NMF)

3.1. Singular Value Decomposition (SVD)

The Singular Value Decomposition (SVD) is the powerful technique of dimensionality reduction. It is a
particular realization of the MF approach and also related to PCA. The key issue in an SVD decomposition is to find
a lower dimensional feature space.

SVD of an m x n matrix A is of the form>”*°:

SvD(A) = uzvT
Where,
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Uand V are m x m and n x n orthogonal matrices respectively
2'is the m x n singular orthogonal matrix with non-negative elements

An m x m matrix U is called orthogonal if UT Uequals to an m x m identity matrix. The diagonal elements in ¥
(61, G G35 «euue. 6,) are called the singular valuesof matrix 4. Usually, the singular values are placed in
thedescending order in X. The column vectors of U and V arecalled the left singular vectors and the right singular
vectorsrespectively.

SVD has many desirable properties and is used in many important applications. One of them is the low rank
approximation of matrix 4. The truncated SVD of rank k is defined as>"®°:

SVD(Ay) = Uz, VT

Where,

Uy and V;, are m x k and n % k matrices composed by the first k columns of matrix U and the first k¥ columns of

matrix V respectively. Matrix X, is the k x k principle diagonal sub-matrix of X.

Ajrepresents the closest linear approximation of the original matrix 4 with reduced rank k.

Once the transformation is completed, user and items can be thought off as points in the k-dimensional space.
3.2. Principal Component Analysis (PCA)

The Principal Component Analysis (PCA) is also the powerful technique of dimensionality reduction and is a
particular realization of the MF approach. PCA is a classical statistical method to find patterns in high
dimensionality data sets.

Goldberg et al."’proposed an approach to use PCA in the context of an online joke recommendation system. Their
system, known as Eigentaste'®, starts from a standard matrix of user ratings to items. PCA allows to obtain an
ordered list of components that account for the largest amount of the variance from the data in terms of least square
errors™ ® %2, The amount of variance captured by the first component is larger than the amount of variance on the
second component and so on. We can reduce the dimensionality of the data by neglecting those components.

3.3. Probabilistic Matrix Factorization (PMF)

Probabilistic Matrix Factorization (PMF) is a probabilistic linear model with Gaussian observation noise''. The
Probabilistic Matrix Factorization (PMF) models the user preference matrix as a product of two lower-rank user and
item matrices. Suppose we have N users and M movies. Let R; be the rating value of user i for movie j, U; and V;
represent D-dimensional user-specific and movie-specific latent feature vectors respectively'" .

The conditional distribution over the observed ratings R €R " *“and the prior distributions over U €R”*" and V

€R”* are given by in'" "> 1% 2:
N M
pRIVV,0% = | [ [[v@ylvrv, o]
i=1 j=1
N M
pWiod) = | [wwio.agn piod) = | [wewl0.a2n
i=1 j=1

Where,
N (x|p, 6%)denotes the Gaussian distribution with mean p and variance o
I;; is the indicator variable that is equal to 1 if user i rated moviej and equal to 0 otherwise.

3.4. Non-Negative Matrix Factorization (NMF)
Non-negative matrix factorization (NMF) was first proposed by Paatero and Tapper in 1994and was greatly

popularized by Lee and Seung (Lee and Seung, 1999), also called as non-negative matrix approximation. NMF is a
group of algorithms in multivariate analysis and linear algebra where a matrix X is factorized into two matrices P
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and Q, with the property that all three matrices have no negative elements™ .

Let the input data matrix X = (X; Xy, ........ , X,) contain a collection of n data vectors as columns.We consider
factorizations of the form:
X~ PO’
Where, X eRV¥ PeR”V andQ eR>M

For example, the SVD can be written in thisform. In the case of the SVD, there are no restrictions on the signs
of P and Q, moreoverthe data matrix X is also unconstrained. NMF can also be written in this form, where thedata
matrix X is assumed to be nonnegative, as are the factors P and Q.

As compared to other matrix factorization approaches, NMF takes into account the fact that most types of real-
world data, particularly all images or videos are nonnegative and maintain such non-negativity constraints in
factorization®>.

4. Matrix Factorization (MF) Model inNeighborhood-Based Collaborative Filtering (CF)

To address the challenges of CF algorithms many researchers have used the Matrix Factorization models like
SVD and PCA with CF algorithms.The Neighborhood based or Memory-Based CFalgorithms usually use similarity
metrics to obtain the similarity between two users, or two items based on each of their ratios as explained in Section
2.1.1. CF algorithms can be further divided into user-based and item-based approaches. This section explores the
user-based CF and item-based CF as well as their implementation with MF model like Singular Value

Decomposition (SVD)™ ',

4.1. User-Based Collaborative Filtering using Singular Value Decomposition (SVD)
4.1.1. User-Based Collaborative Filtering

User-Based Collaborative Filtering approach was proposed in the end of 1990s by the professor Jonathan L.
Herlocker of University of Minnesota. In the user-based approach, the users perform the main role’. In this
algorithm we first bind the similarity among users or group of users’ based on their similarity. After that the
algorithms recommend each user the items suggested by the other users of the same group.

In User-Based Collaborative Filtering systemsz’ >
Step 1:Build similarity between the users who shares the same rating pattern with active user.

Step 2: Prediction for the active user is calculated by using rating from those like-minded users found in Step 1.

There are some challenges of the user-based CF algorithm. First is sparsity of the user-item rating matrix which
can cause the mining of users’ similarity difficult and inaccurate. Second is the scalability. When user changes their
preferences re-computing is required. To overcome these problems many researchers have used the Matrix
Factorization model like SVD in User-Based CF algorithm. In*M. G. Vozalis and K.G. Margaritis used SVD and
demographic data to perform a series of user-based CF. They showed SVD cannot only solve the sparsity problem
but also enhance the accuracy of user-based CF.

4.1.2. User-Based SVD Collaborative Filtering

The User-Based SVD Collaborative Filtering algorithm is as follows®:

Step 1 [Preprocessing]:
Build a user-item matrix from the interaction records, and define the size of dimensionality reduction.

Step 2 [Similarity Evaluation]:
This step refers to the Neighborhood formation with each table entry including the corresponding similarity
metric equation. Here SVD is applied on the user-item matrix using a slightly different similarity metric equation
with the meta-ratings taken from the reduced user-item matrix.

Step 3 [Rating Process]:
The calculations of the correlations using the enhanced correlation equation on the rating based correlation using
original user-item matrix and similarity matrix.
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Step 4 [Recommendation]:
Conclude the filtering process with prediction generation formulas using the SVD applied on the user-item
matrix.

4.2. Item-Based Collaborative Filtering using Singular Value Decomposition (SVD)
4.2.1. Item-Based Collaborative Filtering

The Item-Based CF approach was proposed by the researchers of University of Minnesota in 2001. Item-Based
CF method explores the similarity between the items first. For each user they suggest the item similar to the
preferable ones of the user. According to the long tail theory®, as long as the number of users is large enough, each
item can have significant similarity computation even the user-item matrix is sparse. Item-Based CF used by
Amazon.com proceeds in an item-centric manner. In the user-item rating matrix items are usually much less than
those of users and do not change on the fly. Therefore the item-based CF method have better scalability than user-
based CF method.

The algorithm for item-based CF is as follows™ :

Step 1:Find the relationship between the pair of items from the item-item matrix

Step 2: The tastes of active user is examined by matching rating matrix with users’ preferences

The SVD a Matrix Factorization model is used in the item-based CF to classify user/item information to avoid
the loss of transitive similarity relation. M. G. Vozalis and K.G. Margaritis used SVD and demographic data to
perform a series of item-based CF®. They showed SVD cannot only solve the scalability and sparsity problem but
also enhance the accuracy of item-based CF.

4.2.2. Item-Based SVD Collaborative Filtering

The Item-Based Collaborative Filtering algorithm with SVD is as follows®:

Step 1 [Preprocessing]:
Build a user-item matrix from the interaction records, incorporate the application of SVD depending on the
implementation and define the size of dimensionality reduction.

Step 2 [Similarity Evaluation]:

This step refers to the Neighborhood formation with each table entry including the corresponding similarity

metric equation. Here implementation of SVD is applied on the user-item matrix using a slightly different

similarity metric equation with the meta-ratings taken from the reduced user-item matrix.
Step 3 [Rating Process]:

(a)The calculations of demographic correlations and computing the vector similarity between the corresponding
item vectors. Those vectors are taken from either from original demographic matrix or from the reduced
demographic user-item matrix.

(b)Apply the enhanced correlation equation on the rating-based correlations and on the demographic correlations
from Step 3 (a).

Step 4 [Recommendation]:

Concludes the filtering process with prediction generation formulas using the SVD applied on the user-item

matrix by utilizing the item ratings.

4.2.3. Item-Based Stochastic SVD (SSVD) Collaborative Filtering

The biggest problem of using SVD in CF algorithms is its high computational cost. To overcome this problem
Nathan Halko's dissertation and Halko, Martinsson, Tropp contributed in their research work to Mahout'®. Mahout’s
StochasticSVD (SSVD) algorithm implementation can be parallelized easily is more suitable in distributed
computing environment specially w.r.t. Mahout Lanczos implementation on a typical corpus data set'®.

The algorithm for an m x n matrix A using item-based CF using SSVDis as follows'®:

Given:

143
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An m x n matrix A, a target rank k, an oversampling parameter p, and a number of power iterations ¢, the
following algorithm computes an approximate rank k and T is the transpose of matrix. Then Singular Value
Decomposition (SVD) of matrix A is given by, SVD (A) =UZVT.

Algorithm:
Draw an n x (k + p) random matrix
Form the product Y = AQ
Orthogonalize the columns of Y — Q

Form the product Y = AATQ
Orthogonalize the columns of Y — Q
end
Form the projection B = QTA
Compute the factorizationUX2UT = BBT
If needed, compute U = QU
If needed, solveV = BFUE™!
The Item-Based CF algorithm using Stochastic SVD (SSVD) not only provide accurate results but also reduces
the computational cost'®. The only potential limitation of Item-Based SSVD CF is that it is potentially less precise.
To overcome this challenge we need the improved implementation of an efficient algorithm and deeper research.

5. Evaluation Metrics

After almost two decades of research on CF algorithms various researchers came up with many evaluation
metrics. This section presents the various evaluation metrics used to evaluate the prediction accuracy, effective
implementation of the MF models with CF algorithms in Recommendation System (RS).

5.1. Coverage

Coverage is defined as the percentage of items the Recommendation Systems able to recommend to the user.
Coverage can be used to detect algorithms accuracy, although they recommend only a small number of items. These
are usually very popular items with which the user is already familiar without the help of the system. The term
coverage is mainly associated with two concepts':

1. The percentage of the items for which the system is able to generate a recommendation.

2. The percentage of the available items which effectively are ever recommended to a user.

5.2. Prediction Accuracy

Prediction accuracy matrices measures the recommender’s predictions that are close to the true users rating.
There are various matrices used by the Collaborative Filtering researchers to check the prediction accuracy of their
implemented algorithms are as follows' 2

5.2.1. Mean Absolute Error (MAE)

The Mean Absolute Error (MAE) measures the difference as absolute value between the prediction of the
algorithm and the real rating would be given by the user. It is computed using the formula':
MAE =z£‘(p’.-(— )
Where,
piis the prediction for user i
r;is the prediction for how user i will rate item i.e., real or true rating value
k is the number of items user 7 has rated i.e., {user, item} pair

5.2.2. Root Mean Squared Error (RMSE)

The RMSE is related to previous metric i.e., MAE. The reason of using this metric is that these errors can have
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the greatest impact on the user decision. This can be computed using the formula':

ke 202
RMSE = ’Z;(ptk i)

Precision is defined as the ratio of relevant items to recommended items. Precision can be calculated using the
formula:

5.2.3. Precision and Recall

|Interesting Items N Recommended items)|

Precision = -
|Recommended items)|

Recall is defined as the proportion of relevant items that have been recommended to the total number of
relevant items. Recall is calculated by the formula:
_ |Interesting Items N Recommended items)|

Recall -
|Interesting Items)|

It is desirable for an algorithm to have high precision and recall values. However, both the metrics are inversely
related, such that when precision is increased recall usually diminishes and vice versa.

5.2.4. F1 Metric

To consider both Precision and Recall the measure F1 metric is defined by the formula':
F1= 2 Recall x Precision
" Recall + Precision

With the help of these evaluation metrics we can calculate the prediction accuracy and efficiency of the various
Collaborative Filtering algorithms and we can decide which algorithm performs better compared to other ones.

6. Conclusion

Collaborative Filtering algorithms are most commonly used in Recommendation System (RS). Due to the use of
Internet huge amount of information is generated, it becomes a very tedious task for users to find their preferences.
As users’ preferences for items are stored in the form of rating matrix, which are used to build the relation between
users and items to find users’ relevant items. Thus, CF algorithms nowa day face the problem with large dataset and
sparseness in rating matrix.

In this paper we have studied variousMatrix Factorization model to deal with the CF challenges. From this study
we can say that, SVD is able to handle massive dataset, sparseness of rating matrix, scalability and cold-start
problem of user-based/item-based CF algorithm efficiently. Use of SVD model in Neighborhood-Based CF
algorithms increases computation cost. To overcome this problem researchers have come up with Stochastic SVD
(SSVD) MF model. The SSVD not only reduces the computation cost of Neighborhood-Based CF algorithm but
also increases the accuracy, preciseness and efficiency of the CF algorithms.
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