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Abstract 

The quest for learning more about the minute intricacies of the universe has fascinated mankind since ages. From 

stars to planets and asteroids to exoplanets, each research endeavor in astronomy has supplemented our knowledge 

about the cosmos. NASA’s Kepler Mission is one monumental step in this direction wherein, telescopes conduct a 

survey of the Milky Way galaxy and try to identify thousands of earth-size and other smaller planets in or near the 

habitable zone, so as to determine the thousands or even millions of stars in our galaxy that might have such orbiting 

planets. Exoplanet is any new planet outside the solar system which orbits a star. Identifying new exoplanets gives 

us a chance to precisely understand the planet formation processes. Earlier, it was a laborious endeavour to mine the 

mission data using traditional algorithms and churn out the possible exoplanets. Ever since the advent of various 

machine learning algorithms, this process has become quite seamless. However, not all algorithms give equal and 

promising results when it comes to analysing different types of data. A comparative study of algorithms helps in this 

regard, thereby identifying the pros and cons of different algorithms for analysing certain forms of data. In this 

paper, we initially focus on feature set reduction using principal component analysis and thereafter make a detailed 

comparative analysis of ML algorithms for the identification of exoplanets, in the NASA Kepler mission data.   
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1. Introduction  

It has always been man’s endeavor to discover hidden insights into the mysteries of the universe. Knowing how 

the universe formed has been at the epicenter of this quest of discovery. While many theories exist on the origins of 

the universe, knowing more about the formation of planets and how the universe developed can help us broaden our 

horizons of learning about the universe. In this regard, exoplanets play an important role in improving our 

knowledge and understanding of the universe. The NASA Kepler mission has been one monumental step in this 

direction, wherein the Kepler telescope surveyed obsolete parts of the Milky Way galaxy and analyzed certain 

exoplanet candidates, which showed customary signs of being classified as a exoplanet. For the scope of this paper, 

we analyze the Kepler Mission dataset which we obtained through the California Institute of Technology’s Jet 

Propulsion Laboratory mission repository website using NASA missions API(Application Programming Interface).  

2. Related work  

    Analysis of NASA mission datasets has been an exciting endeavor for data scientists and machine learning 

enthusiasts, especially since the advent of data aggregation platforms. Studies have been conducted in this realm 

wherein researchers have tried to make sense of mission data for analyzing and predicting certain anomalies in data 

and chalk out important patterns in them so as to identify mission critical parameters.[1][2][3][4] These studies 

include the analysis of the Columbia Space Shuttle Disaster, analyzing the images captured by the Cassini and Juno 

probes for identification of possible signs of life or biodiversity. Statistical machine learning toolkits have been 

developed to make data analysis of space missions easier. [5][6][7][8] Efforts have also been made to detect planets 

orbiting neutron stars and quasar star detection using data mining techniques. When it comes to the detection and 

prediction of possible exoplanets, mainly, Support Vector Machines (SVM), Naïve Bayes (NB) and Deep learning 

algorithms such as Convolutional Neural Networks have been previously used.[9][10][11] Deep learning approaches 

have especially proved useful in determining the habitability of exoplanets. However, the black box nature of these 

approaches have often resulted in the models being prone to the lack of interpretability.[12][13] While there have 

been significant leaps into the exploration of machine learning as a tool for analyzing space mission data, a 

comparative study of machine learning algorithms would provide a lot of insights into the rationale behind using a 

certain classifier for this specialized purpose of exoplanet identification, classification and prediction.[14]-[21] 

3. Research methodology and implementation  

    The dataset that we sourced was from Caltech’s Jet Propulsion Laboratory repository through the NASA API 

functionality, and consisted of a total of 8,832 data elements with a sizeable 41 features. It would have been an 

arduous and time-consuming task to use traditional data mining techniques to churn the datasets for analysis. Hence, 

we used NASA and JPL’s planetary terminology index and labelled the features in a way that made them more 

understandable and coherent, such as for the epoch time and transit radius. In all, the dataset contains a total of 8,832 

data entries or observations along with 41 feature vectors, that help us identify if a planet is possibly an exoplanet or 

not. We made a train and test split of 65-35% respectively for analyzing the data. 5710 samples were used for 

training the machine learning models and 3122 were used for testing and validating our models. We used the same 

training and testing samples for all four classification algorithms to preserve uniformity in data analysis and to 

facilitate a holistic comparative study. Based on previous studies related to exoplanet detection and exoplanet 

possible candidate classification, we eradicated some irrelevant features such as insolation flux, transit signal-to -

noise from the dataset which don’t influence the classification task measurably. This resulted into a reduction of 11 

features in all, using Principal Component Analysis (PCA) for dimensionality reduction. We used a data pipeline for 

this purpose using normalization for different quantities and then fed the reduced data as input to our classifiers.  

We used repeated stratified cross-validation for the model encompassing five folds and three repeats.  

In this manner, we were able to focus the core of our analysis on 30 features such as planetary radius, transit radius, 

transit time, epoch time, stellar effective temperature and stellar effective gravity, which had the most distinguishing 

characteristics when it came to exoplanet detection and prediction.  The libraries consisted of Pandas, Scikit and 

Matplotlib were the libraries that we used  
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Fig. 1 Logistic Regression Model 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

Fig. 2 k-Nearest Neighbor Model 
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     Fig. 3 Decision Tree Model    
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 4 Random Forest Model 
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Fig. 5. Comparative Analysis of Confusion Matrices for all four algorithms  

4. Comparative Analysis and Result Interpretation 

Table 1 Comparative result interpretation 

Algorithm Accuracy 

(%) 

Precision  Recall F1  

Score 

Advantages pertaining 

to this case study 

Disadvantages pertaining 

to this case study 

Logistic 

Regression 

80.81  0.786 0.867 0.825 Unknown data records 

were easily identified. 

Easiest of all to 

implement, train and test.  

High overfitting observed. 

Problems with continuous 

variables Eg. Velocity.  

 

k-Nearest 

Neighbor 

80.14 0.790 0.841 0.815 Performed very well for 

new data in the test split. 

Less training time was 

required out of all.   

Heavy normalization was 

required for parameters. 

Outliers in data such as  

orbital period and velocity 

were difficult to handle. 

Decision 

Tree 

93.49 0.937 0.937 0.937 Training time was least 

out of all the algorithms. 

Epoch Time and transit 

time non-linear variables 

were handled the best.  

Noise impacted the model 

performance significantly.  

A large amount of 

variance could be 

observed due to zero bias. 

Random 

Forest 

96.18 0.979 0.946 0.962 Highest stability amongst 

all the algorithms. 

Effect of noise was the 

least out of all. 

Required the longest time 

to train, build, test and 

execute.  

Limited by the number of 

computational resources  
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    As seen in Fig. 1 to Fig. 4, we started our analysis using four different classifiers viz. logistic regression, k-NN, 

decision tree and random forest. This was carried out after transforming the feature vectors using dimensionality 

reduction using a PCA pipeline and PCA transform methods in Python. Logistic regression resulted in the second 

lowest accuracy percentage, just marginally over k-NN owing to the fact that there were a lot of variables involved 

in the data, and also owing to the size of the dataset contributing to overfitting in the model. When it came to some 

unknown data records especially in the data fields related to equilibrium temperature, planetary radius and so on, 

logistic regression performed the best. For variables involving continuous data, logistic regression did not fare very 

well and the sheer size of the features resulted in overfitting. Secondly, we used k-nearest neighbor which is a 

parametric and supervised learning algorithm resulted in the lowest accuracy percentage out of all the four 

algorithms. This was attributed to the fact that, all 30 features after dimensionality reduction comprised of different 

units. It also suffered while handling parameters like orbital velocity and time period, which result in a lot of true 

negatives as seen in Fig. 5. However, k-NN required the least computational and training time as inherently it is well 

known for its property of instance-based learning, by making predictions for classification on-the-go. Also, when it 

came to new data in the test split, k-NN showed a lot of robustness. Still, it performed with the least accuracy 

attributing to the heterogenous nature and humongous scale of the dataset. Thirdly, when it came to the 

implementation of decision tree, second least number of false positives and false negatives were observed, as seen 

from Fig. 5. One of the greatest advantages of using decision tree was the less amount of training as well as 

computation time for testing. The model executed itself over the train test split, 47% faster and also used the least 

computational resources. However, the prime deterrent in the usage of the decision tree algorithm was the 

observation of a large amount of variance, attributed to the model’s inclination for achieving zero bias for combating 
overfitting. Noise found in the training phase also impacted the model significantly and resulted in a measurable 

level of false positives and false negatives, which were a tad bit higher than random forest. Although, the number of 

true negatives and true positives were the highest for this algorithm, presence of noise and variance degraded the 

overall accuracy to 93.49%. Eventually, when it came to the implementation of the random forest model, the effect 

of noise and variance was found to be the least. Out of the four models presented, random forest displayed the 

highest amount of stability. We believe that this is attributed to the selection of the highest number of correct binary 

tree classes and also to the fact that random forest is in itself an ensemble, which can handle data having a plethora 

of parameters, as was the case with this dataset. On the contrary, the build time and runtime was the highest for 

random forest, 98 mins. to be precise, which is an indication of the model’s computationally intensive nature. 

Overall, it was still the best performing model with an accuracy percentage of 96.18% and precision, recall as well 

as F-1 score values of 0.979, 0.946, 0.962 respectively. What distinguished random forest from the rest was the least 

number of false positives and highest number of true positives as seen in Fig. 5. Thus, the probability of a particular 

planet candidate being an exoplanet or not, can be computed using machine learning algorithms as summarized in 

Table 1. All the 30 feature vectors which were used under the purview of this study were actual and real time data 

snippets captured by the NASA Kepler Mission probe and thus had to be normalized for the sake of this study. All 

in all, we were able to successfully analyze the data for predicting possible exoplanets with considerable accuracy.   

5. Conclusion and Future Work  

    After the completion of all four model rundowns, we were able to conclude that random forest is the go-to 

algorithm for analyzing complex and multi-variable datasets, such as the one under the context of this study. While 

decision tree performed almost equally well, the presence of variance and noise for analyzing mission critical data 

becomes a deterrent to its usage. Logistic regression should be avoided for such datasets altogether as it suffers from 

a lot of over-fitting. Likewise for k-NN, the highly entropic nature of data having a lot of outliers, pertaining to 

space missions becomes a bottleneck in using it as the preferred classification algorithm. Hence, random forest 

seems to be the apt choice for such data. All in all, our study was able to come up with some key findings related to 

the use of classification algorithms, which would help future researchers in carrying out similar case studies. Future 

work in this realm would include comparing traditional classification algorithms stack up against deep learning 

algorithms, and assessing the outcomes for gaining a more detailed and holistic viewpoint of this exciting fusion of 

astronomy and machine learning. We believe that this amalgam of space science and machine learning has endless 

research potential and we would endeavor to explore it more minutely and meticulously in the foreseeable future.  
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