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Abstract—Emotions play an essential role in human life for 

planning and decision making. Emotion identification and 

recognition is a widely explored field in the area of artificial 

intelligence and affective computing as a means of empathizing 

with humans and thereby improving human machine interaction. 

Though audio visual cues are vital for recognizing human 

emotions, they are sometimes insufficient in identifying emotions 

of people who are good at hiding emotions or people suffering 

from Alexithymia. Considering other dimensions like 

Electroencephalogram (EEG) or text, along with audio visual 

cues can aid in improving the results in such situations. Taking 

advantage of the complementarity of multiple modalities 

normally helps capture emotions more accurately compared to 

single modality. However, to achieve precise and accurate results, 

correct fusion of these multimodal signals is solicited. This study 

provides a detailed review of different multimodal fusion 

techniques that can be used for emotion recognition. This paper 

proposes in-depth study of feature-level fusion, decision-level 

fusion and hybrid fusion techniques for identifying human 

emotions based on multimodal inputs and compare the results. 

The study concentrates on three different modalities i.e., facial 

images, audio and text for experimentation; at least one of which 

differs in temporal characteristics. The result suggests that 

hybrid fusion works best in combining multiple modalities which 

differ in time synchronicity. 

Keywords—Feature-level fusion; decision-level fusion; hybrid 

fusion; artificial intelligence; EEG 

I. INTRODUCTION 

Recently, emotion recognition has been explored 
extensively in the areas of artificial intelligence, affective 
computing and human computer interaction. Emotion is a 
psychological events generated by a person’s tendency toward 
need, which can be broadly classified into Physiological 
arousal and subjective experience [1, 2]. Physiological arousal 
refers to the physiological responses of the human body, 
which can be measured by electrical signals like 
electrocardiogram (ECG) and electroencephalogram (EEG), 
whereas subjective experience is a phenomenon, which relates 
to individual’s feelings about different emotional states. It is 
expressed through facial expression, audio, gestures, etc. [1, 3, 
4]. 

Audio visual features are generally treated as vital cues for 
emotion recognition, but they are prone to deception, if 
preformed deliberately. Physiological signals, on the other 
hand, cannot be deceived easily as they are based on internal 
physiological responses. Combining physiological responses 

with subjective experiences leads to more accurate emotion 
recognition. 

Although emotion recognition can be achieved through a 
uni-modal approach, it may not work well for certain 
conditions of subjective experience where the people are 
excellent at hiding their emotions or the input data is very 
noisy. Also cross culture approaches for expressiveness act as 
barriers to identifying emotions correctly. Multimodal 
approach, on the contrary, can achieve significant accuracy by 
combining inputs from multiple modalities [5]. However, to 
get precise and accurate results, correct fusion of these 
multimodal signals is required. 

A major concern for fusing multiple modalities is deciding 
the level at which multimodal fusion should occur and how to 
achieve the fusion [6, 7]. Since different modalities differ 
significantly in temporal characteristics, synchronization 
among them plays an important role in multimodal fusion [7]. 
Multimodal fusion techniques are broadly classified into 
decision-level fusion, feature-level fusion and hybrid fusion. 
Decision-level fusion and feature-level fusion are the most 
regularly used techniques for multimodal fusion in emotion 
recognition. 

The existing literature on review of fusing multiple 
modalities is either based on signals which are synchronous in 
time or same type of signals (e.g. Fusion of different 2D 
images). B. Huang et al. proposed a review of medical image 
fusion techniques for Computed Tomography Scan (CT), 
Magnetic Resonance Imaging (MRI), Positron Emission 
Tomography (PET) and Single-photon Emission Computed 
Tomography (SPECT) images which describes spatial domain 
fusion and transform domain fusion [8]. Chen Xiao Yu et al. 
published a trend of machine learning based on fusion which 
focused on Ensemble Learning, Transfer Learning and 
Federated Learning for technology and data fusion [9]. 

This paper reviews different multimodal fusion techniques 
for decision level, feature level and hybrid fusion which can 
be used for human emotion recognition. The study also 
provides comparative analysis of these techniques. The 
proposed work focuses on the modalities which are 
synchronous as well as asynchronous in time to achieve 
emotion recognition. For experimentation, inputs from 
multiple modalities like facial images, audio and text are 
considered. 

The paper is organized as follows: Section II describes 
decision-level fusion and the various techniques used to 
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achieve it for emotion recognition. Section III is devoted to 
discussing feature-level fusion and the various techniques 
used for achieving feature-level fusion. In Section IV, Hybrid 
approach for multimodal fusion is discussed in detail. 
Section V provides experimental analysis of different fusion 
methods. Section VI focuses on the discussion on analyzing 
and comparing different fusion methods. Section VII 
concludes the paper. 

II. DECISION-LEVEL MULTIMODAL FUSION 

Since emotion recognition works with multiple modalities, 
which differ from each other in various aspects, at times it 
becomes challenging to extract features from different and 
coupled modalities. Also, changes in the time synchrony of 
different modalities affect the dimensions which are used for 
emotion recognition [10]. To deal with this issue, decision-
level multimodal fusion takes each modality independently for 
classification. 

Decision-Level fusion technique first classifies the data of 
each modality individually and the result is combined at a later 
stage to achieve fusion. This fusion technique is also called 
late fusion as combining results occurs at a very late stage 
after classification. Fig. 1 shows a general framework of 
decision-level multimodal fusion considering audio, visual, 
text and EEG input for emotion recognition. 

 

Fig. 1. General Framework of Decision-Level Fusion for Emotion 
Recognition. 

There are various techniques of decision-level fusion that 
have been experimented with by researchers. This section 
presents each of these techniques. 

A. Support Vector Regression 

Support vector regression (SVR) works on the principles 
of the support vector machine (SVM). The ideology behind 
SVR is to find the best fit line suitable for the problem at 
hand. The best fit line in SVR is the hyperplane that contains 
the maximum number of points. It uses a margin of tolerance 
in approximation to the SVM. SVR maps to high 
dimensionality to estimate a function while offering nonlinear 
complexity [11]. 

In many studies, researchers have used SVR with the RBF 
kernel for decision-level fusion of emotion recognition [10, 
12]. Haiyang Su et al. used bidirectional long short-term 
memory for classifying emotions individually from audio, 
facial images and text along with RBF kernel SVR to achieve 
significant improvement in classification accuracy [10]. 
Mihalis A. Nicolaou et al. compared the performance of 
bidirectional LSTM-NN and SVR on audio, facial expression 
and shoulder features for predicting spontaneous effect [13]. 

SVR can compensate for redundant information, which makes 
SVR suitable for decision-level fusion required for emotion 
recognition but it does not perform well when the number of 
feature extracted are more than training samples. 

B. Blending Algorithms 

Blending algorithm is a technique of ensemble machine 
learning that uses a metaclassifier to combine the outputs of 
different machine learning models. 

A blending algorithm works in two layers. The first layer 
uses a traditional approach for training, where multiple basic 
classifiers are trained on the inputs from different modalities. 
The second layer is used for combining the outputs of the 
basic classifiers used in level 1. The outputs of each classifier 
are combined to form a new training set, which acts as an 
input to a higher level classifier called metaclassifier. The 
metaclassifier can use the ensemble learning techniques of 
bagging, boosting and stacking for combining the results 
based on the weight, bias and variances of base classifiers 
[14]. The role of level 1 basic classifiers is to classify the 
multimodal data, whereas the level 2 classifier is responsible 
for combining the outputs of base classifiers. Blending 
algorithms are found to have a better performance in the 
prediction. 

Man Hao et al. used Convolution Neural network and 
support vector machine as base classifiers for speech and 
facial images along with the blending algorithm of 
metaclassifier to achieve multimodal emotion recognition and 
achieved 81.36% accuracy [14]. Lee et al. used ensemble 
learning on multimodal acoustic, lexical and discourse 
features using three classifiers to find negative emotions in 
spoken dialog [15]. Blending algorithm can be used as a 
decision-level fusion technique for emotion recognition owing 
to its improved performance for multimodal inputs. Blending 
algorithm is stable and less noisy. 

C. Brain Emotion Learning Models 

The brain emotional learning (BEL) system takes 
inspiration from the biological amygdala-orbitofrontal model 
to emulate the high speed of the emotional learning 
mechanism used by the human brain [16]. The BEL model 
comprises four main components. Amygdala, Orbitofrontal 
cortex (OFC), the Thalamus and Sensory cortex. After 
receiving input signals in the form of emotional stimuli from 
the Sensory cortex & Thalamus and a reward signals from the 
external environment, amygdala interacts with the OFC. The 
OFC evaluates the response of the amygdala based on the 
input received from the Sensory cortex, which leads to the 
prevention of improper learning connections. In a nutshell, the 
Sensory cortex integrates the features extracted from different 
unimodal inputs and the amygdala and OFC works to form a 
decision after interacting with the memory [17, 18]. 

BEL models require rewards extracted from input data and 
are derived from monotonic reinforcement learning. BEL-
based networks are efficient in predicting peak points [19]. 
This method can be used as a stacking ensemble method in 
multimodal decision fusion techniques [17]. Zeinab Farhoudi 
et al. used BEL as a decision-level fusion technique for 
multimodal audio visual features to achieve a significant 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

289 | P a g e  
www.ijacsa.thesai.org 

accuracy of 73.9% for emotion recognition [17]. BEL model 
has good decision-making capability due to its cognitive-
based structure. Due to this, Brain Emotional Learning can be 
used at decision-level fusion for multimodal emotion 
recognition. 

D. Decision Tree based Approach 

A decision tree is a non-parametric supervised learning 
method whose internal nodes represent test and leaf nodes 
represent classes. Filtering is applied though the nodes to 
achieve the required output. A decision tree tries learning 
decision rules from the given input data features. 

Yucel Cimtay et al. used a decision tree for fusing 
multimodal inputs from facial expressions, galvanic skin 
response (GSR) and electroencephalogram (EEG) to detect 
emotions where the authors emphasized more on the 
probability vector received from facial images-based 
classifier. The condition of the decision tree was set to check 
whether this probability vector goes below a certain threshold. 
The research proposes using other modalities only if the 
specified conditions hold true [20]. 

Heysem Kaya et al. used a random forest decision tree 
based model on audio, facial and scenic inputs extracted from 
videos CVs to achieve decision fusion to estimate a suitable 
interview variable [21]. 

Decision trees are suitable for decision-level fusion 
because of their capability of learning rules according to the 
requirement. The predictions made by each classifier used for 
unimodal inputs can be combined based on the specific 
conditions provided at each node by using decision trees. But, 
decision trees are unstable data structures and they are prone 
to inaccuracy. 

E. Rule based Approach 

Rule-based classifiers are types of classifiers that make the 
class decision using various “if-else” rules. These classifiers 
are used to generate a descriptive model as the rules are easily 
interpretable. The “if” condition is called the antecedent and 
the predicted class is called the consequent in rule-based 
classification. 

Subhasmita Sahoo and A. Routray has used a rule-based 
approach for emotion recognition using multimodal audio and 
video inputs. The rules were set to give high priority to the 
result of the facial image classifier and low priority to the 
audio classifier. The results of the audio classifier were 
acceptable only if there was confusion in the results of the 
image based classifier [22]. 

Rule-based classification is a way to achieve decision-
level fusion as they have the advantage of fuse the multimodal 
signal classifier’s output as per the conditions specified in the 
antecedent. 

F. Dempster-Shafer Theory 

The Dempster- Shafer (D-S) theory of evidence originated 
by Dempster [23], and formalized mathematically by Shafer 
[24]. D-S theory was developed as reasoning and modeling 
framework with epistemological uncertainty. This framework 
can be used to integrate multiple sources of evidence and to 

agree to a combined degree of belief for different predictions. 
Compared to the Bayesian model, the D-S theory is an 
extensive approach to address uncertainty and imprecision 
[25]. Due to its ability to efficiently handle the uncertainty and 
inconsistency of multimodal data, D-S theory is widely used 
in data fusion, fault detection and pattern recognition [26]. 

The D-S theory is drawn on the concepts of allocating 
suitable beliefs and probabilities to hypotheses, applying the 
D-S rule for fusing independent inputs from different sources 
and arriving at the final decision of the optimal hypothesis in a 
workable and reasonable manner [25]. Decision-Level fusion 
make use D-S evidence theory to combine the outputs of each 
classifier used for multimodal inputs. 

Xiao-Dan Zhang used D-S theory for fusing multi-modal 
text and image inputs after applying KNN and SVM 
classifiers individually on unimodal input to improve the 
classification results [27]. Nazmuzzaman Khan et al. claimed 
that D-S theory has limitations in terms of handling 
conflicting data. Therefore, they used an improved version of 
D-S theory using a distance function and evidence-weighted 
penalty for combining results of different sensors to achieve 
improved object detection [26]. S. Nemati used D-S theory for 
decision-level fusion in her approach of hybrid fusion for 
emotion recognition. The author had applied D-S theory on 
audio, video and textual multimodal inputs to achieve 
improved emotion recognition [28]. Yu-Ting Liu et al. used 
Weighted Fuzzy Dempster–Shafer Framework that can adjust 
weights of evidence, which is inconsistent for integrating the 
outputs of EEG and eye movement’s classifiers [25]. 

G. Decision Template Algorithm 

The decision template (DT) algorithm is a simple and 
efficient fusion algorithm, which uses the average of decision 
profiles of each classifier used for training multimodal data 
inputs. These averages are treated as decision templates for 
each class. Assessing the resemblance between the decision 
profile and different decision templates helps provide accurate 
class prediction. Though the algorithm is used widely for 
decision fusion, it has limitations as it uses average decision 
profiles and does not emphasize differences in the 
performance of classifiers [29]. Reza Ebrahimpour et al. used 
a decision template algorithm for decision-level fusion of 
different classifiers for handwritten digit recognition [30]. Due 
to the limitations of the decision template algorithm, Aizhong 
Mi et al. proposed an improved weighted decision template 
algorithm that calculates the classifier’s performance using a 
statistical vector and allocates appropriate weights to each 
classifier according to the reliability of their outputs. The 
authors applied this improved approach to the cataract 
recognition system and received improved results compared to 
the decision template algorithm [29]. 

III. FEATURE-LEVEL MULTIMODAL FUSION 

Feature-level fusion is a technique, which combines the 
features from different layers or branches. When applied to 
multimodal inputs, the feature-level fusion method combines 
the features extracted from each modality individually using 
different feature fusion techniques before giving it to a 
classifier for classification. It is considered a ubiquitous part 
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of several modern network architectures. Generally, feature-
level fusion is implemented using the concatenation operation, 
but that might not be the best choice for achieving good 
results. 

Fig. 2 depicts a general framework for feature-level 
multimodal fusion considering four different modalities like 
facial images, audio, text and EEG for emotion recognition. 

Feature-level fusion works with the idea of extracting the 
most discriminating features from the extracted features and 
removing redundant information [31, 32]. It works with the 
conjecture of strict time synchronicity between different 
modalities and performs distinctively in cases where the 
modalities differ considerably in temporal characteristics [31, 
33]. Fusion at the feature level works best for closely 
connected and synchronized modalities [31]. 

If feature-level fusion has to be used for multimodal 
approaches where individual modalities differ in time 
synchrony, the relationship between the different feature 
spaces needs to be explored and the features need to be made 
compatible [31]. 

Various techniques for feature-level fusion have been 
explored by the researchers. This section presents those 
techniques in detail. 

A. Eigen Matrix for Fusion 

The German word Eigen means characteristics. The terms 
Eigenvalues and Eigenvectors in computation deal with 
determining the characteristics of a matrix. Eigenvalues and 
eigenvectors are used in various applications, which include 
Principal Component Analysis, Spectral Clustering, and 
detection techniques in Computer Vision, etc. Some 
researchers found its use in feature-level fusion of multimodal 
inputs, where the individual features are extracted from each 
modality and serialized to form an Eigen matrix. This Eigen 
matrix is then normalized to get the fusion Eigen matrix [30]. 
The formula for Eigen matrix (E) calculation is specified in 
equation (1). 

𝐸𝐽(𝑖) = ( 𝑒𝑗(𝑖)− 𝜇𝑗 )max 𝑒𝑗(𝑖)−min 𝑒𝑗(𝑖)                 (1) 

Where ej(i) represents the jth eigenvalue of i samples, μj  
represents the mean value of the jth feature, and the 
denominator represents the range of j features. 

Jian Che et al. used an Eigen matrix for multimodal feature 
fusion of longitudinal tear detection of a conveyor belt where 
the input modalities were images and sound [34]. The authors 
claimed to have improved accuracy due to multimodal fusion. 
However, the Eigen matrix technique for feature-level fusion 
relies on the mean and eigenvalues of each modality to 
achieve fusion. Therefore, this technique may not be able to 
use the entire range of diversity for each modality. 

B. Canonical Correlation Analysis 

Canonical Correlation Analysis (CCA) is a method for 
analyzing the relationship between two multivariate sets of 
vectors [28, 35]. CCA is considered as an effective tool in 
analysis that has an ability to increase statistical power 
compared to univariate methods due to the use of second-
order statistics [28]. 

CCA has an application in multimodal fusion [35]. It 
worked to find sets of changed variables having the maximum 
correlation between the two modalities [28]. CCA, when used 
for multimodal inputs, take linear combinations of 𝑋1𝑊1 and 𝑋1𝑊1that maximizes the pairwise correlations of two 
multimodal datasets where X1 & X2 are two multimodal 
datasets and W1 & W2 are canonical coefficient vectors [28]. 

Shahla Nemati used CCA for feature-level fusion to detect 
multimodal emotion recognition using audio and visual 
modalities [28]. The features of individual modalities are first 
extracted using different feature extraction methods before 
giving it to CCA for feature-level fusion. 

CCA as a method for feature-level fusion uses the concept 
of maximizing the pairwise correlation between the two 
modalities. Therefore, applying CCA on more than two 
modalities will require fusion at multiple levels. 

 

Fig. 2. General Framework for Feature-Level Fusion for Emotion Recognition. 
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C. Mixture of Brain Emotional Learning Model 

The mixture of brain emotional learning models (MoBEL) 
combines the features of Mixture of Experts neural network 
(MoE) and Brain Emotional Learning (BEL) model. The BEL 
model has a good capability of decision-making due to its 
cognitive-based structure and the MoE model is based on 
working of the associative cortex of the brain, which has the 
capacity to integrate information from multiple sources [17, 
18]. The presence of the associative cortex improves the 
brain’s capacity of perception of the environment [36]. 
Therefore, MoE has the capacity to perform better in pattern 
recognition. 

The MoBEL model structure uses the BEL model for 
expert and gating networks and trains all parts of the network 
jointly using back-propagation. MoBEL can be used as a 
fusion network to integrate multimodal features. The MoBEL 
model is more efficient in terms of processing speed, memory 
consumption, and neuron numbers than the MOE [17]. 

Zeinab Farhoudi et al. used MoBEL as a feature-level 
fusion technique for multimodal audio visual features to 
achieve a significant accuracy of 81.7% for emotion 
recognition [17]. 

D. Merging Features at Hidden Layer 

This strategy works with the approach of inserting features 
of different time durations into different hidden layers of a 
training network [35]. This technique, though unexplored 
much, can tackle the problem arising due to asynchronous 
multimodal features. It also helps resolve the time 
compatibility issues of different multimodal features. 

Given a network having multiple hidden layers and 
multimodal inputs with different time durations, short - 
duration features like audio are given as input to the first 
hidden layer. The output of the first hidden layer is combined 
with longer time features like visual features and given as 
input to the second hidden layer. The output of the second 
layer is then combined with longer duration features from the 
remaining modalities and given as the input to the third hidden 
layer. The process is repeated until the features are provided to 
the network [35]. 

Shizhe Chen et al. considered this approach for feature-
level fusion in emotion recognition using three modalities: 
audio, images and EEG, wherein the authors used RNN-
LSTM network for recognizing and fusing the features [35]. 

Though this approach can tackle the problems of 
asynchronous multimodal features, it depends upon the 
network used for training. Also, for modalities having similar 
duration, deciding the hidden layer at which these features 
need to be fused becomes an issue. 

E. Concatenation 

Concatenation generally uses consolidated dimensions to 
achieve fusion [37]. The concatenation formula is shown in 
equation 2. 

𝑌 = 𝑥1 ∪ 𝑥2 ∪ 𝑥3 … … … .∪ 𝑥𝑘            (2) 

where xk is a set of output feature maps for the kth layer 
and Y represents the fusion of all features.  

The main goal of concatenation is to enrich the diversity of 
features for better recognition ability [36]. Sanghyun lee et al. 
used a concatenation method in a process of multimodal 
feature fusion for emotion recognition based on audio, visual 
and textual features for emotion recognition. 

Schoneveld et al. used a concatenation method for 
multimodal feature-level fusion for emotion recognition based 
on audio visual modalities [38]. The authors also claimed to 
have improved fusion accuracy by adding hadamard product 
to concatenation in attention-based approach for emotion 
recognition [39]. 

It is the most popular method for feature-level fusion. But 
it might not be the best choice for multimodal inputs that 
differ in dimensions. 

IV. HYBRID MULTIMODAL FUSION 

Feature-level fusion methods require synchronization 
between different modalities, but it is possible to produce 
results even when the data from one of the modality is 
missing. Decision-level fusion, on the other hand, does not 
require synchrony between different modalities, but its 
capabilities cannot be exploited fully even if the data from a 
single modality is missing. 

The hybrid fusion method tries achieving the advantages 
of both feature level and decision-level fusion methods by 
combining these approaches. The hybrid fusion approach 
applies feature-level fusion on some synchronous modalities 
and combines the result of with the remaining asynchronous 
modalities using decision-level fusion. 

The hybrid approach works well for multimodal inputs, 
where some inputs assume time synchrony and some others 
are asynchronous in time. Fig. 3 shows the general framework 
of hybrid multimodal fusion for emotion recognition fusion 
considering four different modalities like facial images, audio, 
text and EEG. 

Shahla Nemati used a hybrid approach for multimodal 
emotion recognition based on three modalities viz. audio, 
visual, and users' comments. The author used feature-level 
fusion for audio and visual features since they were 
synchronized. The result is then fed to a classifier for 
classification. A separate classifier was used for user 
comments because of its asynchronous nature. In the next 
step, decision-level fusion was used to fuse the outputs of both 
classifiers [28]. 

Zhen-zhong Lan et al. used a hybrid model for multimedia 
event detection based on visual, audio and textual data. The 
authors used five classifiers for training based on five features 
and feature combinations, where feature fusion was performed 
to combine features and the result of each classifier was 
combined using decision-level fusion [40]. 
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Fig. 3. General Framework for Hybrid Fusion to Emotion Recognition. 

Fig. 4 depicts graphical representation of summary of 
different fusion methods described in review of literature. 

 

Fig. 4. Summary Diagram of Review of Literature Describing Various 
Fusion Methods. 

V. EXPERIMENTAL ANALYSIS 

To analyze the effectiveness of decision level, feature level 
and hybrid fusion methods in emotion recognition, we focused 
on facial expression, audio and text as multimodal inputs. We 
have used RAVDESS dataset [41] for audio data, FER 2013 
dataset curated by Pierre Luc Carrier and Aaron Courville [42] 
for facial images and EMOTION dataset [43] for textual data 
for the purpose of experimentation. The RAVDESS dataset 
contains 1440 sample recordings from 24 actors (12 female, 
12 male), in a neutral North American accent showing 8 
emotions namely calm, happy, sad, angry, fearful, surprise, 
and disgust [41]. 

The FER-2013 dataset curated by Pierre Luc Carrier and 
Aaron Courville contains 28,709 training examples of 48x48 
pixel grayscale facial images depicting seven emotions 
namely angry, Disgust, Fear, Happy, Sad, Surprise and 
Neutral [42]. The EMOTION dataset contains Twitter 
messages in English having six basic emotions: anger, fear, 
joy, love, sadness, and surprise [43]. 

In order to analyze, we clustered these emotions into three 
categories i.e. positive, negative and neutral. Since the 
modalities used for experimentation were not following time 
synchrony, feature level fusion of text with other two 
modalities was impractical. For decision level fusion, we have 
used pre-trained models of CNN by FER and Wav2Vec. 

2.0 for classifying facial expressions and audio each 
providing the accuracy of 59 % and 82.23% respectively and 
pre-trained BERT model for classifying textual data providing 
accuracy of 93.8%. The output of each classifier is fused using 
max voting ensemble algorithm. The decision level fusion is 
tested on annotated samples of CMU-MOSI dataset which 
provided accuracy of 59.09 %. 

For hybrid fusion, feature level fusion is applied on 
features extracted from facial images and audio by 
concatenating them before applying random forest for 
classification. Feature level fusion provided accuracy of 
86.6%. Textual data is classified using Pre-trained BERT 
model providing accuracy of 77%. The output of feature level 
fusion is combined with text classifier using max voting 
ensemble algorithm of decision level fusion. The feature level 
fusion is tested on annotated samples of CMU-MOSI dataset 
which provided accuracy of 66.67 %. 

Table I describes performance analysis of individual 
classifier for facial images, audio and text each, feature level 
fusion of facial images and audio and decision level and 
hybrid fusion in terms of accuracy. 

Fig. 5(a) shows graphical representation for the accuracy 
comparison of decision level and hybrid model. The decision 
level fusion is providing the accuracy of 59.09 % whereas 
feature level fusion gives the accuracy of 66.67% on annotated 
samples of CMU-MOSI dataset. Fig. 5(b) depicts the 
individual accuracy graph of facial images, text and audio 
respectively which provide the accuracy of 59%, 93.8% and 
82.23% using CNN and BERT models. The last bar in the 
figure shows accuracy of 86.6% for feature level fusion of 
facial images and audio input. 

Multimodal 
Fusion 

Techniques for 
Human Emotion 

Recognition

Feature Level 
Fusion

Eigen Matrix [34] 

CCA [28]

MoBEL[17]

Concatenation [38,39]

Decision Level 
Fusion

SVR [10,13]

Blending Algorithm 
[14,15]

BEL Model [17]

Decision Tree [20,21]

Rule Based Approach 
[22]

D-S Theory 
[25,26,27,28]

Decision Template 
Algorithm [29]

Hybrid Fusion

-Combining 
Feature Level and 

Decision Level 
Fusion
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TABLE I. PERFORMANCE ANALYSIS OF DECISION LEVEL AND HYBRID 

FUSION 

Accuracy Facial Images Audio Text 

Individual 

Classification  

0.59  
(Using CNN) 

0.8223 
(Using CNN) 

0.938 
(Using BERT) 

Feature Level 

Fusion  

0.866 ( Using concatenation & 
Random Forest) 

  

Decision Level 

Fusion 
0.5909 ( Using blending algorithm) 

Hybrid Fusion 0.6667 ( Using concatenation & blending algorithm) 

 
(a) 

 
(b) 

Fig. 5. (a) Accuracy Comparison Bar Graph of Hybrid and Decision Level 
Fusion, (b) Accuracy Graph of Individual Models and Feature Level Fusion 

Model of Audio and Facial Images. 

VI. DISCUSSIONS 

Emotions can be classified based on the discrete theory of 
emotions, where the emotions are categorized into discrete 
classes like anger, disgust, fear, joy, sadness and surprise, or 
based on dimensional emotional models where emotions are 
classified as a two valence-arousal models or three-
dimensional valence-arousal-dominance models. Facial 
expression - based emotions are generally classified using 
discrete theory whereas EEG-based emotions use dimensional 
models for classification. Table II summarizes different 
multimodal fusion approaches adopted by researchers for 
emotion recognition. 

Although a uni-modal approach can identify emotions to a 
certain extent, the accuracy of emotion recognition increases 
with the multimodal approach. While using a multimodal 
approach for emotion recognition, the main hurdle lies in 
fusing multiple modalities that differ significantly in temporal 
characteristics. The feature-based fusion approach is suitable 
for the inputs, which are synchronous in time. 

Hence, this approach may not work well for emotion 
recognition based on multiple modalities that differ in 
temporal characteristics. The Eigen matrix technique for 
feature-level fusion relies on the mean and eigenvalues of 
each modality to achieve fusion. Therefore, this technique 
may not be able to use the entire range of diversity for each 
modality. Moreover, the Eigen matrix needs to be a square 
matrix, which further puts restrictions on the choice of 
features to be considered for fusion. CCA as a method for 
feature-level fusion uses the concept of maximizing the 
pairwise correlation between the two modalities. But, a 
traditional CCA can handle only two modalities at a time. 
Therefore, applying CCA on more than two modalities will 
require fusion at multiple levels. MoBEL model, when used 
for feature-level fusion, requires less processing speed, 
memory consumption, and neuron numbers. Since the MoBEL 
model is based on brain emotional learning, to exploit it fully, 
expertise on cognitive-based abilities of the brain is needed. 
Merging the features at the hidden layer works with the 
concept of merging the features at different hidden layers 
according to the duration of features to achieve feature-level 
fusion. Though this approach can tackle the problems of 
asynchronous multimodal features, it depends upon the 
network used for training. Also, for modalities having similar 
duration, deciding the hidden layer at which these features 
need to be fused becomes an issue. Concatenation is the most 
commonly used method for feature-level fusion, but it might 
not be the best choice for multimodal inputs that differ in 
dimensions. 

Decision-level fusion, on the other hand, does not require 
synchrony between different modalities. SVR as a method of 
decision-level fusion can compensate for redundant 
information, but it underperform when the number of features 
exceeds the number of training samples. A blending algorithm 
works well as a decision-level fusion technique for emotion 
recognition owing to its improved performance for 
multimodal inputs. Blending model when used for decision-
level fusion is stable and less noisy, but this technique has 
high time and space complexity. Brain emotional learning can 
be used at decision-level fusion owing to its good decision-
making capabilities. In spite of this, expertise in cognitive-
based abilities of the brain is needed to exploit this technique. 

Decision trees are considered for decision-level fusion 
because of their capability of learning rules according to the 
requirement. But, decision trees are unstable data structures 
and they are prone to inaccuracy. Rule - based classification is 
a way to achieve decision-level fusion as they have the 
advantage of fuse the multimodal signal classifier’s output as 
per the conditions specified in the antecedent. Nonetheless, 
this requires a deep understanding of the domain for deciding 
the conditions and demands a lot of manual work. The D-S 
theory is widely explored for decision-level fusion. It is based 
on the concepts of allocating appropriate beliefs and 
probabilities to hypotheses, applying the D-S rule for fusing 
independent items from different sources and arriving at the 
final decision of the optimal hypothesis in a workable and 
reasonable manner. 
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TABLE II. MULTI-PERSPECTIVE SUMMARIZATION OF MULTIMODAL FUSION METHODS 

Paper Modalities Task Dataset Model 
Fusion 

Method 

Fusion 

Technique 
Results 

H. Su et al. 
[10] 

Audio, Video 
and Text 

Multi-level segmented 
decision-level fusion 

emotion recognition 
AVEC2017 BLSTM 

Decision 
Level 

SVR 
Improved CCC performance 
of 0.685 on arousal 

Nicolaou et al. 
[13] 

Audio and 
Video 

Fusion of audio cues, 
facial expression and 
shoulder gesture for 
continuous emotion 
prediction 

SAL 
BLSTM-
NN 

Decision 
Level, 
Feature 
Level and 
Output 
Associative 

SVR 

Obtained COR as 0.796 & 
0.642 and RMSE as 0.15& 
0.21 for valence and arousal 
respectively 

Man Hao et al. 
[14] 

Audio and 
Video 

Audio visual Emotion 
Recognition Framework 

eNTERFACE 
SVM and 
CNN 

Decision 
Level 

Blending 
Ensemble 

Improved recognition SI 
accuracy of 81.36% and SD 
Accuracy of 78.42% 

Zeinab 
Farhoudi and 
Saeed 
Setayeshi [17] 

Audio and 
Video 

Audio-visual 

Emotion recognition 
with the MoBEL fusion 
network 

eNterface’05 
CNN and 
RNN 

Decision 
Level and 
Feature 
Level 

BEL and 
MoBEL 

Improved audio visual 
emotion recognition 
accuracy of 81.7% 

Y. Cimtay et 
al. [20] 

Facial 
expression 
GSR and EEG 

Hybrid multimodal 
emotion recognition 

LUMED-2 and 
DEAP 

CNN 
Decision 
Level 

Decision Tree 

Obtained maximum one-
subject-out accuracy of 
91.5% and mean accuracy of 
53.8% 

S. Sahoo and 
A. Routray 
[22] 

Audio and 
Video 

Audio visual Emotion 
Recognition 

eNTERFACE’05 
HMM 
and SVM 

Decision 
Level 

Rule Based 

Obtained average 
recognition accuracy 

of 76% for males 

candidates and 86% for 
female candidates for 
subject-dependent cases 

S. Nemati [28] 
Audio, video 
and text 

Emotion Recognition 
using audio, video 

and users’ comments 
DEAP 

SVM and 
Naïve 
Bayes 

Hybrid 
CCA and D-S 
theory 

Obtained 0.85% and 76% of 
accuracy and f1-measure 

respectively for Emotion 
Recognition 

Liam 
Schoneveld et 
al. [39] 

Audio and 
Video 

Emotion recognition 
using recent advances in 
deep learning 

RECOLA, 
AffectNet and 
Google 

FEC 

MTCNN, 
VGG, 
LSTM 

Feature 
Level 

Concatenation 
Obtained CCC of 0.740 for 
valence and 0.719 for 
arousal in RECOLA 

Although it works well for non-conflicting data, it may 
lead to inaccuracy for data that are conflicting in nature. The 
decision template algorithm is also widely used for decision 
fusion, but it has limitations as it uses average decision 
profiles and does not emphasize differences in the 
performance of classifiers. The hybrid fusion method achieves 
the advantages of both feature level and decision-level fusion 
methods by combining these approaches. Feature-level fusion 
methods require synchronization between different modalities, 
but it is possible to produce results even when the data from 
one of the modality is missing. Decision-level fusion, on the 
other hand, does not require synchrony between different 
modalities, but its capabilities cannot be exploited fully even if 
the data from a single modality is missing. 

The hybrid approach overcomes the limitations of feature 
and decision level based approaches by applying feature-level 
fusion on the synchronous modalities and combining the 
results of with the remaining asynchronous modalities using 
decision-level fusion. 

Results of experimental analysis on audio, facial images 
and text for emotion recognition show that feature level fusion 
of text with other two modalities was impractical since the 
modalities differ in temporal characteristics. Decision-level 
fusion works well for fusing the modalities differing in time 

synchronicity. However, Hybrid fusion works best for 
emotion recognition using multiple modalities which differ in 
time synchronicity providing the accuracy of 66.67%. These 
results can further be improved by taking large data samples 
for testing. 

VII. CONCLUSION 

This paper discussed different multimodal fusion 
techniques for human emotion recognition. The study 
proposed a review of different state of art techniques for 
decision level, feature level and hybrid fusion to achieve 
multimodal emotion recognition. 

The paper concentrated on using facial images, audio and 
text as multimodal inputs for emotion recognition. 
Experimental analysis of fusion methods was conducted 
which claimed that decision-level fusion and feature level 
fusion can be performed when inputs of different modalities 
are synchronous in time. However, when the inputs are not 
synchronous in time, suitable choices are decision level fusion 
and hybrid fusion. Hybrid fusion using concatenation and 
blending algorithm worked best improving accuracy by 7.6 % 
compared to decision level fusion. The study however had a 
limited test dataset. The accuracy results can be further 
improved if large number of annotated data samples are used 
for testing. 
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The review suggested that D-S theory is the most 
aggressively used method for decision-level fusion followed 
by rule-based and decision tree methods. Brain emotional 
learning is the latest approach used but it requires expertise in 
cognitive-based abilities of the brain. However, the blending 
algorithm works well for emotion recognition owing to its 
improved performance for multimodal inputs. For feature-
level fusion, the most commonly used method is 
concatenation. CCA and Eigen matrix methods are also used 
in many applications for feature level fusion. The state of the 
art literature for feature fusion uses brain emotional learning 
but it requires expertise in cognitive-based abilities of the 
brain. Hybrid method is not explored much in literature. 
However, from experimental analysis it can be deduced that 
hybrid approach works best in fusing multiple modalities 
which differ in time synchrony. This provides a direction for 
the researchers to explore hybrid fusion approach on 
multimodal inputs. 

The experimental analysis performed in this paper is based 
on audio, text and image inputs for emotion recognition. As a 
part of future work, audio-visual and physiological signals like 
EEG can be used to analyze different fusion techniques. Also, 
this paper used concatenation and meta classifier technique to 
evaluate effect of feature level, decision level and hybrid 
fusion. However, as a part of future work, there is a scope for 
applying different techniques of feature and decision level 
fusion discussed in the literature review in order to evaluate 
their effect on decision level, feature level and hybrid fusion. 
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